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Kivonat

Az emberi sziv testiink egyik legfontosabb szerve, igy a legkisebb hiba/gond is haldlos
kovetkezményekkel jarhat. Sziv MRI felvételek nagyon hasznosnak bizonyultak a rend-
ellenességek monitorozasaban és diagnosztizalasaban. Az elmult években tobb gépi latéds
algoritmust is javasoltak a radiolégusok munkdjanak tamogatasara. A leggyakoribb kihivas
ezeknél a feladatokndl az elérhet6 adatok alacsony szama, ugyanis egy MRI felvételt csakis
egy tapasztalt szakérto tud megfeleléen cimkézni. Erre a transzfer tanulds az egyik legjob-
ban kivitelezheté megoldas a transzfer tanulas, ami jelentos mértékben tamaszkodik a két
adathalmaz hasonlosigara. Azonban, az elérhet6 nagyméretli adathalmazok altaldban nem
tartalmaznak az orvosi képdiagnosztikahoz relevans képeket.Tovabba, az egészségiigyben
komoly kévetelmény a modellek interpretibilitdsa/megmagyarazhatdsiga, ami nem a ne-
uralis halok eréssége, ez vezetett az eXplainable ATl (XAI) kutatési téma megsziiletéséhez.

A munkam sordn olyan technikdkat és mddszereket kerestem amikkel az ImageNet
élétanitasndl jobb eredmények elérhetok. Ehhez két state-of-the-art onfeliigyelt tanul6 al-
goritmust valasztottam, amik eredményeit 6sszehasonlitom az ImageNet suly inicializaci-
oval, a sziv MRI szegmentalds cél taszkon. Betanitottam és Osszehasonlitottam ezeket a
modelleket tobb adathalmazon is, utdna pedig elemeztem a modellek predikciéinak ma-
gyarazatait egy legijabb XAI technikdval, hogy pontosabban megéllapithassam a orvosi
képdiagnosztikdban val6 hasznalhatésagukat. Utobbi folyamat soran nem csak a modellek
legjobb predikciéit figyeltem meg, hanem a rosszabbjaikat is.

Mindegyik tanitds ugyanazt az eredményt adta: az egyik onfeliigyelt tanulasi technika
szignifikansan tulteljesitette az ImageNet elétanitast mindegyik adathalmazon. Tovabba
megfigyeltem, hogy minél tobb tanité adat 4ll rendelkezésre, annél jobban kozelit a kettd
teljesitménye.

E félév munkija megmutatta, hogy milyen nagy hatdsa is van az elGtanitasnak és,
hogy a nem orvosi képfeldolgozas specifikus onfeliigyelt tanulasi technikak is milyen jol
hasznéalhatbak e teriileten.



Abstract

The human heart is one of our most vital organs and a very minor and short dysfunction
can be fatal. Cardiac MRI images proved to be very useful in monitoring and diagnosing
several heart related disorders. In recent years, several computer vision algorithms have
been proposed to support the work of radiology experts. The most common challenge
these algorithms have to face during development is the data shortage, since an MRI im-
age of the heart can only be correctly labeled by an experienced radiologist. Therefore
the best viable option is transfer learning, which relies heavily on the relevance of the two
datasets. Unfortunately large, public datasets aren’t likely to contain images from the
medical field. Another challenge is the medical sector’s major major requirement about
model interpretability and explainability, which simply put, aren’t the strong suits of neu-
ral networks given their black-box nature, leading to the birth of the topic of eXplainable
AT (XAI).

In my work I look for new methods and techniques for more effective pretraining for medical
imaging tasks. I have chosen two state of the art self-supervised learning algorithms, which
I compare with the ImageNet weight initialization on the downstream task of cardiac MRI
semantic segmentation. I trained and compared these models on multiple datasets, then
analyzed their predictions using a state of the art explainability technique to fully get their
capabilities for medical imaging projects. During the latter process, not only the models’
most accurate predictions were used, but their less accurate ones too.

Each one of the segmentation trainings produced the same results: the model pretrained
using one of the two self-supervised learning algorithms, significantly outperformed the
ImageNet pretrained model on all dataset sizes.

My contributions show that pretraining indeed greatly effects the performance of the target
task and that today’s state of the art self-supervised learning techniques, despite not being
medical imaging specific algorithms, can make a real difference in the end.

ii



Chapter 1

Introduction

Computer science has been playing a vital part in the development of medical imaging
since its early days, so that it could become the essential tool of modern medicine’s di-
agnosis process. However, with the latest breakthroughs in computer vision and artifical
intelligence, the new goal is to have new softwares and algorithms supporting the diag-
nosing process. The reason for this is that although medical experts are highly skilled
and need a lot of experience, they are still prone to human error and due to the afore-
mentioned experience requirement, there’s a general shortage of such experts in the field.
Recommending systems and various softwares supporting them can potentially decrease
the chances of mistakes and maybe computers can even find features and signs on medical
images that haven’t been registered yet. The heart is one of the most vital organs in
the human body, even a minor malfunction can be fatal, so it can’t be overstated how
beneficial a smart diagnosing algorithm could be.

Self-supervised learning has gained a lot of attention in the recent years and many re-
searchers and research labs have put additional focus on this topic nowadays, although
there were for example even in 2016[22] publications on the subject (and "Attention Is All
You Need [31] gave another boost too). One of the main reasons why it became so popular
is the massive amount of unlabeled data available, which this learning method uses for
pretraining. A less known source of large amounts of unlabeled is medical imaging, clin-
ics generate surprisingly large amounts of data everyday . Radiologists and cardiologists
already have their hands full on the daily basis, so they have limited time for labelling
the afore mentioned data and unfortunately they are the only ones who can. Reaching
this point, I believe it’s getting clear how self-supervised learning comes into the picture,
in short this abundance of unlabeled and shortage of labeled data is the perfect fit for
self-supervised learning.

Data shortage isn’t the only possible challenge to overcome during projects. After training
and testing the models, shareholders in specific fields often require some level of assurance
of the algorithms reliability. The medical field is no different (even stricter) in this case.
Explainable Al (XAI) gets its own share of fame ever since the first intelligent learning
algorithms and many useful and promising techniques have been proposed over the years.
Explainable computer vision is a difficult nut to crack however, most explainability meth-
ods aren’t applicable to, due to the problem’s inherent computational complexity. On the
flipside, the information encoded in the convolutional neural networks layers offers some
opportunities. Luckily, a limited number of techniques can be somewhat universally used,
for example saliency maps proved quite useful in practice. During my work I used an
extension of GradCAM TODO.



In this paper I compared 2 state of the art self-supervised learning techniques with the
very popular ImageNet pretraining. The downstream task, on which the 3 methods will
be evaluated, is cardiac MRI segmentation. After looking at the numerical results of
multiple trainings, using the previously mentioned XAI technique the models’ prediction
are analyzed from a changed point of view. This paper’s chapters are organized as follows:
in Chapter 2 we discuss briefly the background of said techniques and then give a general
overview of the related works in this field. Chapter 4 comprises the concept of the used
self-supervised learning techniques in detail, the architectures used for training and the
datasets. After this, I give a brief and clear overview of the aims and goals of my work in
Chapter 3. In Chapter 5 I present the results of the trainings and evaluations and draw
conclusions in Chapter 6.



Chapter 2

Background and related works

In this chapter I would like to go over the related work and the background of each
technology to give the full picture about the motivation of this paper and its significance.
There are two sections: the first, SSL or self-supervised learning, a bit longer and more
detailed section and the sceond, XAl or Explainable Al. The latter compared to the first
section is a bit shorter, but all the relevant materials are included.

2.1 Self-Supervised Learning (SSL)

2.1.1 Background

Neural networks as we all know are black-box models, still researchers were able to get
glimpse into some of the workings of these algorithms. Now it’s known that the deeper
we go into the network’s layers, the more task specific features the layers will look for (for
instance human eyes) and the earlier the layer, the more low-level features are detected by
the layers (like horizontal and diagonal lines). Since the these layers detect the low-level
features, they can be ideally extracted and used for another task with transfer learning,
freezing their weights and only training the top layers, which are responsible for the
detection task specific features.

All of the above sound well and simple in theory, however in practice a number of problems
can arise. Just to name one, how can the engineer or researcher accurately determine which
of the layers need no more training and can be frozen? As we can see this is yet another
hyperparameter that needs optimization during the project. Also, their might be some
exceptional cases when the fundamental features extracted don’t contain the necessary
pieces of information for the target task.

The goals are the same during self-supervised learning, we supply the large number of
unlabeled data to the network in order to make its layers learn useful features for the
downstream task. So far, neural networks with weights trained on the ImageNet dataset
with supervied learning were the popular choice for transfer learning, even in medical
imaging projects.

2.1.2 SSL in computer vision

The self-supervised algorithms and techniques published so far can be put into the follow-
ing categories:



Shuffled Sequence

(b) (€ (a) ii (d)

\*%?*

= e s s

Ordered Sequence

Sequence Sorting

Figure 2.1: Pretext task: putting the video frames into correct
order, source: https://www.fast.ai/images/self _

supervised/image3.png

Reference Frame Future Frame (gray] Predicted Color True Color

Figure 2.2: Pretext task: colorizing the image using a gen-
erative network, source: https://www.fast.ai/
images/self supervised/imagel-2.png

o Generative tasks: visual features are learned through generating images, simplest
example can be the already mentioned masked autoencoder [16]. Other tasks can
be listed here too: image inpainting[24], image colorization[33] (a great example for
this task can be seen on Figure 2.2), image super resolution[18] or image generation
with Generative Adverserial Networks (GAN)[11]

o Context-based pretext tasks: unlike the previous tasks, the output or label in this
case is not an image, rather a class label, a continuous value or it can be a sequence
(for frame orders for example [19]). The design of these tasks mainly employ the
context features of images or videos, like context similarity and spatial structure.
Examples for tasks like this: jigsaw puzzle[22], video frame sequence prediction[19]
(see Figure 2.1 for an example), geometric transformation prediction [17], image
clustering tasks [3],[4].

o Contrastive tasks: contrastive methods actually share a lot of similarities with the
context-based tasks, but the separate place in our list is needed, due to their popu-
larity and success in the last few years. The technique’s concept is that two images
are fed to the network, but with different transformations(random cropping, rotat-
ing, color jitter) and the network’s job is to learn representations by contrasting the
positive and negative examples. The positive image pair in this case means that the
two input images were the same prior to the transformations. Intuitively, a negative
input pair originally were different images. See figure Figure 2.3 for better under-
standing and in the next section I will give further details on these techniques while
discussing the Sim Siam algorithm. Examples: the afore mentioned SimSiam[9],
SimClr[8], Momentum Contrast (Moco)[15]
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2.1.2.1 Sim Siam

The name of the algorithm and the title of this subsection stems from the paper’s original
title "Exploring Simple Siamese Representation learning"[9].

Siamese networks are used quite frequently for tasks such as face/signature verification,
object tracking and zero/few-shot learning. The name stems from its architecture, as you
can see on figure Figure 2.4, the model is visualized as if it had two identical branches. In
reality these are shared weights, there’s only one branch, but the model takes two inputs,
which are then transformed into feature space and then a fully connected layer creates
the final output (either a label of 0 or 1 or maybe a representation in Euclidean vector
space), taking the two feature vectors as input (usually prior to that they are simply
concatenated).

In siamese networks the contrastive nature is inherently present and their architecture is
used in nearly all contrastive self-supervised learning techniques [12], [8],[15]. Mentioning
the previous algorithms is quite on cue, because the Sim Siam algorithm is related to
all and was developed using the knowledge and other experiences of the earlier works,
modifying them slightly. Please see the previous works, unfortunately the length of this
paper would explode if it was all included. The main changes SimSiam introduced:

o No negative pairs. Contrary to SimCLR[8] and the previous definition of contrastive
learning tasks, SimSiam uses only positive pairs

o SimSiam is basically SwAV[4] without online clustering and BYOL[12] without mo-
mentum encoding

e The algorithm works with smaller batch sizes contrary to SimCLR

Interestingly, the main reason for the model’s convergence is the stop-grad operation (only
the Encoder-Predictor branch is updated during backpropagation). Also, this is the only
added structure or operation, which prevents the model from identity mapping.
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Figure 2.4: Demonstrating the Sim Siam[9] algorithm, the image
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2.1.2.2 Swapping Assignments Between Views (SwAV)

The short name stands for Swapping Assignments Between Views. The task of clustering
is actually a well-known and quite popular task in machine learning, which is usually
introduced very early during educational courses. The main goal of clustering is to create
clusters (groups) of data points which belong together, according to some distance metric.
The latter can be the usual and simple Euclidean distance or something more specific
like the Manhattan distance. One of the key feature of clustering is that it’s usually an
unsupervised learning task, when we cluster we usually have no knowledge of the desired
output, we only determine which distance metric to use and how many data points to take
into account.

The SwAV algorithm differs from the typical contrastive learning techniques in comparing
feature vectors, because the former doesn’t directly compare feature vectors, rather it
uses intermediate codes.These codes are created online from the feature vectors, which
the paper interchangeably calls clusters and prototypes. The algorithm consists of the
following steps:

o multiple views are created from the input image using a set of transformations and
calculating the representations

e calculating the softmax normalized similarities and then iteratively creating the
codes

e cross-entropy loss calculation, which is then averaged over the multiple views

2.1.3 SSL in medical imaging

After working on a number of project, on soon begins to experienc that techniques trained
and evaulated on the ImageNet dataset don’t necessarily mean good results on the special
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image datasets(such is the situation with medical image dataset). Of course this was bit of
an overstatement, many in the previous section mentioned techniques achieved significant
results in medical imaging. However, much work has been put into finding more task
specific methods, more fit for the domain of medical imaging.

A very interesting new technique was the result of taking the originally 2D jigsaw puzzle
and with slight modifications, creating the Rubik cube[34] task, which is essentially the
original puzzle, but for 3D data. Extending the dimensionality of the original task allowed
the authors to pretrain their network for their 3D medical data.

Other very unique solutions and approaches have come to light, for example in the case
of [21], the authors used the problem of skull reconstruction on CT images as a pretext
task for bone flab volume estimation.

Here’s a list of other medical imaging specific pretext in medical imaging, according to
the very helpful survey of [30] tasks used for segmentation downstream tasks:

o Slice ordering (ordering the 2D slices of 3D data)
e Anatomical position prediction
e Geodesic distance prediction

o Spatial awareness: contest restoration[7] technique inspired task for medical imaging

Coming back to more "conventional" SSL techniques, the following not medical imaging
specific techniques were used for image segmentation:

o Jigsaw puzzle

o Image inpainting
e Image denoising
« BYOL

o SimCLR

After going through the survey and different papers, one can’t help but notice that, in
very few cases are the constrastive pretext tasks used when image segmentation is the
downstream task, classification seems to be a much more preferred choice. It’s likely that
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Figure 2.6: The architecture of U-net from the paper[27]

this is only caused by the fact that these are the newest techniques, which is all the more
reason for researching and comparing these techniques with segmentation downstream
tasks.

Other than the previously mentioned techniques, I would like to mention an inherent
problem in finding the optimal pretext tasks in medical imaging: pretext tasks designed
for regular images often focus on larger parts of the image, meanwhile in medical imaging
the most important parts are the infected or injured ones, which aren’t that dominant in
size.

2.1.4 Semantic segmentation

In computer vision the semantic segmentation refers to the task of classifying all the pixels
in the input image, the simplest example is when we want to segment an object from the
background, meaning that basically it’s a pixel level binary classification.

Since the model has to classify each pixel, the output format is a one channel image
with the same height and width as the input. Generally in deep learning these model
are called encoder-decoder networks. The name comes from the fact that just like a
simple classifier, the input image is transformed into a feature space vector and then
using upsampling(transposed convolutional layers, often incorrectly coined deconvolutional
layers) the segmented image is the output.

On Figure 2.6 the standard and widespread U-net[27] architecture can be seen. A few
lines back, the more experienced readers could have immediately spotted the problem
with general description of the segmenting networks up- and downsampling process. The
problem is that during the encoding phase, the fine details are lost due to the nature of the
downsampling. Therefore, the creators of the U-net architecture adding skip connections
from the encoding to decoding or downsampling to upsampling phase, so the original(less
abstract) inputs are available for the latter phase too, resulting in more accurate predic-
tions.
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Nowadays the original Unet pipeline have been already surpassed lately by the Feature
Pyramid Network (FPN) design. The latter design’s properties:

e Combines semantically important, but low resolution features with high resolution
ones

e Rich semantics at each level, providing speed and accuracy for inference

o Lateral connections, so at each stage extra information is available

Semantic segmentation models aren’t the primary topic of this theis work, so I will conclude
this section with a brief mention of the other few notable techniques in the field.

Other popular works in semantic segmentation include: Mask-RCNNJ[14], a segmentation
model with close ties to object detection and a non convolutional arhcitecture [6].

2.2 XAI

Deep learning and its machine learning counterparts have achieved incredible levels of
accuracy in multiple problems and fields, yet their reliability is often questioned due to
their lack of transparency and black-box nature. The news for example of accidents
related to self-driving cars generally makes people doubtful of these algorithms, therefore
it is every developer’s interest to put heir minds at ease by providing more transparency to
their products. Oftentimes it’s a specific requirement from the client or other stakeholder
in the project to know what the model learns and how the prediction was made. Honestly
they have every right for that, especially in the medicine where human lives are at stake
and maltreatment can lead to very serious consequences.

I would like to take the time right here to clarify a bit confusing and subtle difference
between the interchangebly used interpretability and explainability words. They are very
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similar in every day speaking, but hide from our point of view very significant differences.
Explainability as in the word means explaining, providing /showing reasons why something
happened. A relevant to our topic example is highlighting pixels on an input image which
affected the model’s prediction the most. Interpretability meanwhile refers to knowing how
the model works in a general sense, not only for a specific input. [1] refers to interpretability
as static characteristic of the model, conversely explainability is a dynamic characteristic
of the model.

2.2.1 Categories of XAI

OnFigure 2.8 we can see the proposed categorization of the authors of [25], which in my
opinion perfectly shows the different types of XAl methods. Most of the types have quite
self-explanatory names, all other non evident details will be covered later.

On that note, a short digression is relevant to address some critical opinions regarding
model explainability. In [28] the authors views regarding intrinsic vs post-hoc methods
can be said controversial, but from a different point of view are completely understandable.
In short it is their firm belief that instead of post-hoc methods (post-training model ex-
plaining) universally interpretable machine learning algorithms should be the main goal of
this research branch. From my point of view these are very reasonable thoughts and prob-
ably many researchers agree too, however in present circumstances there are no accurate
white-box semantic segmentation algorithms, so post-hoc methods are left only currently
in computer vision. (Interestingly, white-box neural networks have been proposed for
image classification: [5].)

The popular post-hoc XAI techniques for computer vision are very hard to categorize
effectively, since there are many characteristic, but many methods posess more than one of
these and there are also many different names for every proposed category. Nonetheless, it
all boils down to two main classes. pertubation based techniques are the more intuitive
way. The basic idead behind these techniques is to perturbe, change the input data and
observe the models’s outputs and draw conclusions from that. These are a bit more
computationally expensive, but very efficient and often model-agnostic. Another kind
of methods are the saliency maps based methods, which essentially perform a very
similar algorithm to backpropagation and in case of images they calculate the importance
of input’s pixels using the gradients calculated during the prediction. Reading blogspots
and papers other categories are often mentioned, like reference-based or not, or if only
gradients are used during computation. Let’s see some popular choices from the afore
mentioned categories:

10



Figure 2.9: With green color those areas are highlighted which
supported the "Cat" prediction, conversely the red
ones didnt. Source:https://github.com/marcotcr/
lime

o LIME its name stands for Local Interpretable Model-agnostic Explanations [26]
and it is the perfect example for perturbation based XAI methods. In addition to
its advantages, which are all listed in its name, the methodes requires task specific
references. Ideally these should be chosen as to minimize the number of activated
neurons. For image classification they often use a completely black image. Obviously
this choosing is quite difficult for more complex datasets. On Figure 2.9 we can see
an example of its output.

e SHAP: this is another perturbation based technique, whic evolved from the game
theory’s Shapely values[20]. It calculates each features average importance by going
over their possible values in ther domain. Safe to say, this is a very computationally
complex method, works incredibly well for tabular data, however very slow due to
the increasing sizes of regular input images.

e GradCAM: as the name suggests, this is a gradient-based method originally pub-
lished in 2017 [29] (since then many modifications and extensions have been pro-
posed, just like the one that we will be used eventually for segmentation explanation
[32]). The main disadvantage of this method is in its original description of its paper,
where it is mentioned that this is method only works for CNNs, so unlike LIME[26]
it isn’t model agnostic. In the next paragraphs the algorithm and how it can be
used for semantic segmentation will be discussed in detail.

The problem is that the afore mentioned methods share a mutual shortcoming: none of
them were originally intended for explaining semantic segmentation. In [32] the authors
propose and extension of the Grad-CAM algorithm, by modifying the original formulas.

L= ReLU(>_ afA*)
k

11
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Where AF is the selected feature map,y¢ is the logit for chosen class c. u and v are the
indexes of the N pixels, which are used to average gradients of y¢ for each feature map,
yielding o as the weight denoting its importance. This is the formula for explaining
classification predictions, which is essentially one value at the output, meanwhile a seg-
mentation network produces outputs with N*N sizes. In SEG-Grad-CAM the authors
replaced y¢ with sum; jy¢, where i and j are the pixel indices of the interested area. On
Figure 2.10 we can see an example from the paper.

Authors also checked the heatmaps of each layer in their U-net and corresponding to the
common knowledge that first layer’s look for low level features. Therefore they proposed
to use the last layer of the encoder(often coined bottleneck), since it provided the most
humanly understandable information about the prediction.

I used the implementation of this algorithm at https://github.com/jacobgil/
pytorch-grad-cam.

12
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Chapter 3

Aims and Goals

The overall goals and task of my research is to use and review the current state of the art
self-supervised learning techniques in the medical imaging tasks. As mentioned before,
one of the greatest problems in medical imaging is the lack of sufficiently labelled datasets
due to a number of different reasons. Self supervised learning has the potential of solving
the problem by using unlabeled data, which is widely available.

In this paper, my task was to compare the performance of two self-supervised learning
techniques with each other, and with a model initialized with the ImageNet weights on se-
mantic segmentation of cardiac MRI scans. My two chosen SSL techniques are SimSiam[9]
and SwAVI4], (the ones discussed in the previous chapter).

Models used for semantic segmentation have two parts as we have seen in the last chapter,
an encoder and a decoder. One of the questions asked currently in this thesis work is
how much of an effect pretraining an encoder has on the performance of the segmentation
model. Many doubts can arise since, the encoder typically contains only (at most)half of
the parameters of the network(in the cases it doesn’t there’s always a significant amount
of parameters in the decoder), so as we can expect it’s not exactly a level playing field.
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Chapter 4

Proposed methods

In this short chapter the more training implementation related details are discussed, for
example which datasets, models and metric were used. No time like the present, I would
like to take this opportunity and clarify that in this work I use the word "image" for 2D
data, not multidimensional data.

4.1 Dataset

Just before delving into the details important from the deep learning perspective, I would
like to take the time and give a brief overview of the creation of our inputs. Cardiac MRI
scans are taken over longer periods of time, in order to counter the effect of the constantly
pumping heart, the movement of which largely complicates the 3D image synthesis. Un-
fortunately, the effects of the latter movement impairs the output’s quality(bringing a
significant amount of noise), therefore medical experts use and label multiple (at least
2) scans, so the decisions can be made more confidently(either by a medical expert or
software). In essence this means that datasets nearly always have more than 1 labeled
scan per patient. Also, minor, but not trivial detail: as I mentioned before, the MRI ma-
chines and softwares aren’t the same everywhere, therefore the 3D scans from two different
datasets can have very different dimensions and resolutions, most of the time according
to my experience, differing in the third dimensions.

For the self-supervised pretraining I used the ACDC(Automatic Cardiac Diagnosis
Challenge)[2] and MSD datasets, in total comprising about 60 MRI labelled scans. The
ACDC dataset alone contains scans from 100 patients, 2 labelled scans per patient
(with a significant time difference between them) and a 4D data array comprising all
3D scans taken at different times. Taking 2D slices from these scans yields a little bit
more than 20000 images, ready for the self-supervised pretraining. The other dataset
was the MSD, Medical Segmentation Decahtlon challenge (https://decathlon-10.grand-
challenge.org/home/), which consists of 3D MRI scans from 10 different body parts, one
of them being the heart. Slicing these 3D scans into 2D arrays yielded another, about
2200 images. In the end, for the self-supervised pretraining over 23 thousand images were
ready.

For the downstream segmentation task, I chose the ACDC dataset, owing to its variety
(more patient scans are available) and its simplicity. Meaning, the downstream tasks
dataset consisted of 2251 images.
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Figure 4.1: A sample image from the ACDC dataset,

source: https://acdc.creatis.insa-1lyon.fr/
description/files/illustrationChallengeACDC.
png

During the creation of the 2D slices, each image’s height and width was converted to
224x224. Despite all of them being black and white images, I chose to use all 3, RGB
channels, simply to later avoid any unnecessary error with preprocessing libraries and
(so the input of the neural network was 3x224x224) so these images could be fed to
the ImageNet pretrained models too. (In my code, at various preprocessing pipelines,
there might be further resizes (for eg. to 256x256, this is done so the RandomCrop
transformations can be used).

4.2 Semantic Segmentation

The first step in designing the downstream task was choosing the encoder network. Given
the complexity of the downstream task and taking into account which architectures per-
form well in self-supervised pretraining, I chose the resnet18[13] model. With its 11 million
parameters it was fast to train and so most likely a deployment process would go easily
too.

The other designing step was choosing a right architecture for the complete segmentation
network. I chose the Feature Pyramid Network as the segmentation networks architecture,
see Chapter 2 for further details.

In semantic segmentation the question of metrics is a tough one and not really not evident
at first. Let’s start with the loss function, the basic requirement of a neural network. I
used the following metrics:
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e Loss function: as a loss function I chose dice loss. Its name comes from the dice
coefficient(F1 score), which is a value used to measure the overlap between two
samples. The coefficient’s range is from 0 to 1, 1 means perfect overlap.

o Evaulating models: intersection over union, aka IoU or Jaccard Index. In short
it’s the ratio of the area of overlap and are of union, basically we get a score for the
overlap if the predicted area and the ground truth.

For semantic segmentation I used the Qubvel library(https://github.com/qubvel/
segmentation_models.pytorch).

4.3 Implementation

The purpose of this section is to sum up and tie all of the above together in a concise
and easy to understand manner, also to touch upon the more code centric implementation
details.

The following submodules were created during my work:

e Data processing submodule: this module handled the integration, conversion and
sorting to different directories of all the gathered data. By conversion here I mean
from 3D data to 2D slices (or simply put from NIfTI(https://radiopaedia.org/
articles/nifti-file-format) format to RGB) and both applied for the inputs
and corresponding labels.

e SimSiam submodule:every code related to the SimSiam algorithm was gathered
here. Following the example of the official Pytorch Lightly documentation (https:
//docs.lightly.ai/getting_started/lightly_at_a_glance.html), I too imple-
mented the creating of positive pairs using the Pytorch library’s [23] dataloader
functions.

e SwAV module:getting the Pytorch Lightning SwAV implementation to work in-
volved less coding, but more understanding compared to the previous algorithm. In
the end however using the library, the entire module really became the opposite of
boiler plate code

e Segmentation module:This module required the most oversight in order to make
it able to support all kinds of experimental trainings in the future, regardless of
the amount of training data and architecture. Another very important requirement
was to ensure that all segmentation trainings (each with a different encoder) use
the same validation dataset. I implemented this feature using python’s very handy
Pickle package, so all indexes of the validation and training datasets are saved.

Fortunately, the SSL libraries all came with bulit-in augmentation pipelines, the default
configuration of which seemed perfect for the task. Unlike these libraries, the Qubvel(the
library used for semantic segmentation) has room for improvement in terms of image
augmentation support. Therefore I implemented my own input image and segmentation
label flipping(random horizontal and vertical) algorithm in the Segmentation module.
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Chapter 5

Experiments and results

In this chapter I will present the results of both the self-supervised pretraining, training
of the downstream tasks and the experiments made using the SEG-Grad-CAM[32]. In
the downstream training phase I trained and compared the performance of the Resnet18
with the following three weight initializations: ImageNet, SwWAV pretraining and SimSiam
pretraining, then selecting the two best model configurations procedeed with additional
experiments (few-shot learning and XAI) on them.

In the previous chapters I already mentioned(probably more than once) the causes of the
general lack of data in the medical field. Due to this data shortage, I decided to conduct
multiple experiments using smaller training datasets, so the networks’ perfomances can
be compared in this new aspect too.

5.1 Self-supervised pretraining

For the SimSiam algorithm the Pytorch Lightly(https://github.com/lightly-ai/
lightly library was used. This is a rather new and easy-to-use repository, many
times building on the services and utilizing Pytorch Lightning’s (https://wuw.
pytorchlightning.ai/) API. Unfortunately Pytorch Lightly doesn’t have an available
implementation for the SwAV paper, so I had to use the Pytorch Lightning. Working
with two very different libraries caused some complications, but it didn’t effect the accu-
racy of the training with one bit.

Originally I wanted both of the the SSL trainings to run for at least 35 epochs each,
however the networks’ losses converged way quicker and both of the trainings, due to the
parameters of Pytorch’s EarlyStopping stopped around 15 epochs. I actually of course ran
these trainings multiple times to make sure and in all the cases the training and validation
losses stopped improving around the 15 epoch mark. (Of course, the 15 epoch mark is just
an average of all the trainings, naturally there were some discrepancies, but nothing major
changes, only 1 or 2 epochs in both directions.) On Figure 5.1 the SimSiam self-supervised
training’s training and validation losses are plotted until the 15th epoch.

The fast convergence of the networks is actually quite surprising compared to the perfor-
mance of the two algorithms’ pretraining on the ImageNet dataset. My opinion is that
probably this is caused by the difference in the variety of the datasets. In a sense, between
two of the ImageNet’s images, there can be much bigger differences in visual features
(for instance between a boat and a cat). Meanwhile, between two MRI images there are
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only very subtle differences, since if we were talking about classification, both of them are
instances of the same class.

5.2 Segmentation training

For implementating the segmentation networks with the modified encoders, I used the
Qubvel library, in my opinion it’s a fairly simple library used in many competitions.

For comparing and measuring the performances of the different networks I used pixel
accuracy and IOU score, and for training the loss function was dice loss. In our case,
where the background (everything but the heart) is quite large compared to the other
regions, the pixel accuracy is unfortunately not a useful metric.

During segmentation, initially I set the number of epochs to 40, which later proved to be
a good choice, because each of the models reached their peaks before that, usually around
epoch number 36-38. Of course as an experiment I once or twice let the networks train
for another 20 epochs (so 60 epochs in total), still their performance didn’t budge, only
showed signs of mild overfitting. Other hyperparameters: when training the network on
the entire dataset, I used batches of size 128 and the Adam optimizer, with an initial
learning rate of 0.0001.

If one has already taken a glimpse at the upcoming figures, than he could see that there
are 4 curves on both figures. In order to see the power of transfer learning, I threw in the
data of a training where, the encoder’s weights were randomly initialized.

To summarize: in all the different training cases the relative order of their validation IOU
scores were the same:

1. SimSiam
2. ImageNet
3. SWAV

4. Random initialization

The relative differences between their IOU scores more or less stayed constant. As we can
see on Figure 5.2, the networks with SimSiam and ImageNet weights are usually about
3-4% apart in IOU scores, while the SwAV network is bringing up the rear with about
another steady 5% below the scores of the runner up, but still well above the result of
random initilaization.

Below is a table to give a more concise summary to all the results of the different models.
The "Test dataset" column refers to the models’ achieved scores on the dataset’s [2] original
test images.

Highest IoU scores per model and dataset
Weight initializa- | Train dataset Validation Test dataset
tion dataset
Random 0.4996 0.4398 0.4405
SwAV 0.7173 0.6953 0.6783
ImageNet 0.7685 0.7538 0.7471
Sim Siam 0.7806 0.7761 0.7674
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Figure 5.2: Validation loss and IOU score (times 100 for better
understanding) during training

I conducted the extra experiments with fewer training images on the best and the runner-
up models (SimSiam and Imagenet initialization). The 4 different experiments were con-
ducted with 1200, 700, 500 and 150 training dataset sizes, leaving the validation dataset
intact. The motivation for these experiments is to simulate a real life project, during
which there’s usually a data shortage(due to the reasons mentioned in the introduction).
In layman’s terms: let’s see which initialization is better if the dataset is small. For this
experiment, if the dataset size was less than 1000 (150, 500, 700), I froze the weights of the
encoder layers. In order to account for any non-deterministic effects interfering with the
results, for each dataset size the training of the two models were redone multiple times,
but initialized with different random seeds.
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The results can be seen on 77, the dataset size is on the horizontal axis and on the vertical
one, the maximum achieved IOU score is presented (again for better understanding, the
IOU score is scaled by 100). Clearly, the SimSiam weight initialization beats its opponent
in all of the cases. To be specific for the dataset sizes 1200, 700, 500, 150 respectively
the following maximum validation IOU score pairs were the output: 41.04 - 31.08, 55.25
- 48.49, 60.94 - 54.12, 66.00 - 59.45.

The results can be seen on Figure 5.3, the dataset sizes is on the horizontal axis and on the
vertical one the maximum IOU score can be seen of each training, which are represented
by the colored points. The curves are the connected mean IOU scores for each dataset
size, for example the first point on the curve is the result of the 4 SimSiam trainings with
dataset size of 150. The vertical red lines are the deviations of the training’s maximum
IOU scores. learly, the SimSiam weight initialization beats its opponent in all of the cases.

As we can see the difference the two pretrainings slowly decreases as the number of training
images increases. The only "bump" in the curve is at the 1200 training dataset size. Most
likely, unfreezing the models’ weights is behind this slight change.

All of the models were trained for 40 epochs as before, the only additional difference being
the the batch size, lowering it to 32 resulted in much better performance than leaving it at
128. The previously mentioned phenomeon happened again: the networks usually reached
their maximum validation IOU scores around the 30th epoch (give or take 2 epochs) and
than typically only showed signs of overfitting again.

A sample output can be seen on Figure 5.4. The model was trained using 700 images with
a SimSiam weight initialization. In this case it actually the prediction is relatively good,
given the low amount of training data the network has seen.

I would like to make another interesting observation about regarding the above mentioned
trainings, which caught my attention during supervising the training cycles and analyzing
the logs. In most cases ImageNet pretrained models tended to take the lead in the first half
of the epochs. My theory is that this is caused by the fact that these models weights begun
training from a more "stable" state, since these weights were trained using a supervised
learning task. Rather insignificant difference in the end, but it’s still interesting to see the
differences between the two types of learning tasks’ outputs.

5.3 XAI experiments

In the previous section, I confidently stated based on the results of the few-shot trainings’
maximal valdiation IOU scores that the SimSiam weight initialization is the superior
choicee. If this was part of a real life project the question would arise before long, how
can we surely know and put the clients mind at ease that we chose the better model? As
much as we would all like to, not all of these questions can be answered with maximum
confidence, but we can try at least. Admittedly without the knowledge of a radiologist or
cardiologist, very accurate and groundbreaking medical observations aren’t likely, however
apperent patterns canbe found in the explanations.

During these more "client perpespective" experiments I first calculated the IOU scores
inputting all test images to both models and selected the following images from their
predictions:

o 5 predictions with the highest IOU scores

¢ 5 predictions with the lowest IOU scores
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Figure 5.5: The best predictions

o 3 predictions with IOU scores closest to the prediction’s median

Using the SEG-Grad-CAM implementation even the passing of multiple layers was possi-
ble, still after checking the explained outputs of multiple layers, the rule of thumb proved
to be right again: the encoder’s last layer yielded the most informative and understand-
able explanations. No point in procrastinating, the best explanation outputs can be seen
on Figure 5.5, the medians are on Figure 5.6 and Figure 5.7, and the worst predictons’
explanations on Figure 5.9 and Figure 5.8.

On Figure 5.5 in comparison to the other figures contains 3 images, because both models
had very high IOU score for the same input image, giving a great opportunity to compare
the two predictions. On this figure it seems that the model with ImageNet weight initial-
ization focuses less on the relevant area. Of course I hadn’t the time to check and compare
each explanation of the test set, but for the chosen top inputs with thr top IOU scores the
former observation has more or less true. Somehow, the ImageNet weight initializatied
model puts its attention to the side of the images, not to the centre. Interestingly, on
their worst predictions Figure 5.8, Figure 5.9 the ImageNet model seems to be focusing
on the more relevant features, meanwhile the SimSiam model was presumably biased and
focused on the wrong feature.

Looking at separately the ImageNet model’s and SimSiam model’s saliency maps, we can
see a couple of reoccuring patterns. First of all the former model puts more attention
to the background and many such areas cause high activations. Meanwhile the SimSiam
model’s focus is way more centered, the background pixels have very small contributions
overall.

In the end, it is very hard to come to an impartial decision, since not all of the images
were analyzed, and there must be other test sets for which the exact opposites would be
true. Nevertheless, these examples were able to clearly show the difference of pretraining.
As we could see overall the encoder pretraining using the SimSiam algorithm focused the
network’s more on the task specific features.
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Chapter 6

Summary

In this chapter I would like to summarize this semester’s work and draw some conclusions.

6.1 Conclusions

I successfully created 2D image datasets from the 3D medical datasets both for semantic
segmentation and self-supervised learning, with more than 20 thousand samples in the
latter. This dataset provides sufficient amount of data for self-supervised learning tasks
(for instance Vision Transformer[10] models require a lot of data).

After the data processing I also overviewed and looked into the current and past works
in the field of self-supervised learning and medical imaging, the intersection of the two
topics being at the center of attention. Needless to say, familiarizing myself with semantic
segmentation was also necessary during my work.

Using the (for the lack of a better word) created datasets, I performed self-supervised
learning on a Resnet1l8 model with two state of the art algorithms and extracted the
trained encoders. In total I trained 4 semantic segmentation models on cardiac MRI data
with 4 different encoders, evaluated each one and compared them to each other.

After running the training with all the labeled training data, I performed few-shot learning
in order to simulate the situation of real world medical imaging projects with various
training dataset sizes: 150, 500, 700, 1200. For these experiments I used the SimSiam and
ImageNet weight initializations. Speaking of real world projects, I observed and analyzed
multiple predictions using a state of the art XAI technique, SEG-Grad-CAM.

All training’s final metrics showed the same pattern: the model with SimSiam weights
outperformed the random, ImageNet and SwAV weight initializations. After the trainings,
observing the saliency maps of the different mdoels, the pretraining without a doubt
had great effects for the encoders attention. Due to all this, in the end, it is my firm
belief that SSL definitely has a place in medical imaging, owing to the fact that SimSiam
pretrained model outperformed signifcantly the ImageNet initialized model during all of
the experiments.

My contributions show that self-supervised learning techniques can make a huge difference
in solving the problem of labeled data shortage and that it is a perfectly viable option for
engineers in medical imaging projects, who no longer have to rely on model’s pretrained
on non task related datasets.
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6.2 Future works

I think this semester’s work can be continued in the following ways:

e Using more data for pretraining: one of the most noteworthy observations was the
fast convergence of both of the SSL algorithms. I suspect that the reason for this was
the small variety of the dataset, so adding to this dataset other medical recordings
could result in better feature representations.

e Pretraining the decoder part too. In my opinion the performance can only be raised
to an extent for the reason that nearly more than half of the model is left untouched.

e Comparing the general SSL techniques with the medical imaging specific ones men-
tioned in chapter 2.
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