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Abstract

As their primary capability, blockchains and Distributed Ledger Technologies provide very high integrity
data storage without a single trusted party. However, as mounting evidence shows, guaranteeing other extra-
functional requirements, such as availability and reliability, is a nontrivial engineering challenge, especially
when the network is created, designed, and configured for a specific consortium of organizations or for
cross-organizational purposes. Smart contracts deployed on blockchains pose a particular challenge; fault- and
attack tolerant consensus protocols do not protect against their potential faults, and development time fault
avoidance and removal techniques are not mature yet.

On the other hand, permissioned consensus, restricted access, execute-order-validate blockchain platforms,
such as Hyperledger Fabric, can be designed with specific extra-functional requirements in mind and offer a
range of runtime dependability mechanisms – two key aspects which are neither appreciated nor utilized in
their current application practice.

In my work, I give a novel systematic characterization of the internal fault and error modes of the
Hyperledger Fabric architecture, its error containment capabilities, and identify known patterns of fault
tolerance which can be readily deployed in it. I propose, prototype, and demonstrate the application of modern
qualitative Error Propagation Analysis (EPA) for evaluating the expected end-to-end effectiveness of deployed
defences.

N-Version Programming (NVP) is a dependability technique which is especially well-suited to Hyperledger
Fabric. I propose two architectural patterns for its introduction and investigate the expected effects of the
increased software diversity on attack tolerance, availability and integrity.



Kivonat

A blokklánc és elosztott főkönyv alapú rendszerek elsődleges képessége, hogy kiemelkedően magas integritású
adattárolást tesznek lehetővé, egy központi megbízható fél szükségessége nélkül. Egyre gyarapodó bizonyítékok
azonban azt mutatják, hogy koránt sem triviális mérnöki feladat további extrafunkcionális követelmények
garantálása, mint az elérhetőség vagy a megbízhatóság. Ez különösen igaz célzottan egy konzorcium számára
tervezett és konfigurált hálózatok esetében és vállalatközi kooperációt támogató rendszereknél. A blokkláncokra
telepített okos szerződések pedig különleges kihívást jelentenek: a hibatűrő és támadások ellen védekező
konszenzus protokollok nem óvnak ezek potenciális hibái ellen, és a fejlesztési szakaszban alkalmazható hibatűrő
és hiba-eltávolító megoldások még nem tekinthetők érettek.

Másrészről a jogosultsághoz kötött konszenzust alkalmazó, korlátozott hozzáférésű, végrehajtás-sorrendezés-
validálás alapú blokklánc platformokat, mint például a Hyperledger Fabricot, lehet extra-funkcionális követel-
mények mentén tervezni és konfigurálni, és számos futásidejű szolgáltatásbiztonsági mechanizmust kínálnak.
Az ismert alkalmazások azonban nem használják ki ezeket, nem fektetnek hansúlyt ezen aspektusokra.

Munkámban a Hyperledger Fabric belső hibamódjairól adok újszerű, szisztematikus áttekintést, megvizs-
gálom annak hibatűrő képességeit és bemutatom azokat az ismert hibatűrési mintákat, melyek alkalmazhatóak
benne. A használt védelmek hatékonyságának kiértékelésére a modern kvalitatív hibaterjedés-analízis (EPA)
módszerét javaslom, illetve demonstrálom egy prototípus segítségével.

Az n-verziós programozás (NVP) olyan szolgáltatásbiztonsági technika, amely kifejezetten jól alkalmazható
Hyperledger Fabricban. Két architekturális mintát javasolok a bevezetésére és megvizsgálom a megnövekedett
szoftverdiverzitás várható hatásait a hibatűrésre, elérhetőségre és integritásra.
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1 Introduction
Distributed Ledger Technology (DLT) systems, especially blockchains, are still actively developing and
thriving for their high integrity and decentralization-focused characteristics, both in public and private
settings. One of the Hyperledger Foundation’s many successful projects is the popular open-source permissioned,
execute-order-verify blockchain platform, Hyperledger Fabric.

Fabric is not too complex, but it does have several interconnected components. As the scale of a network
grows, it is harder and harder to keep its configuration in sync with the requirements, especially extra-functional
requirements such as availability and dependability. In a production environment, a misconfigured network
might offer a much lower tolerance of faults and attacks than the platform would be capable of.

1.1 Problem Statement

The infamous DAO hack of 2016, in which $60 million worth of ether (the currency of Ethereum) was
stolen, has shown clearly that smart contact faults on blockchains may have devastating effects. On Ethereum,
such bugs might result in users suffering financial losses, such as having their tokens stolen. However, smart
contracts exist in other applications of blockchains, like closed, permissioned systems, that may even be
deployed in a safety-critical system. Their failures may cause much more severe issues, possibly endangering
human life.

While vulnerabilities in the open world of Ethereum have been surveyed, we can only make assumptions
regarding closed and permissioned systems such as Hyperledger Fabric (Praitheeshan et al., 2019). It is not too
bold to believe, however, that Fabric chaincode being smart contract software as well, will also contain software
faults. State-of-the-Art methods to protect against these faults focus on development time techniques, but
there is no reason not to explore the possibility of applying classic fault tolerance patterns as runtime defences.
This is not viable in Ethereum, as the smart contracts’ size and complexity imply increased costs, but such
problems are a non-issue in permissioned systems.

To the best of my knowledge, there is currently no way to model a Fabric (or other blockchain) network
to enable root cause or impact analysis during design time. Furthermore, it seems that despite their availability,
there have been no attempts to integrate existing fault tolerance patterns into Fabric, for example, to mitigate
the faults of one of its most vulnerable components, smart contracts (called chaincode in Fabric).

1.2 Contributions

To address the problems outlined in the previous section, I make the following three contributions in this
paper.

Contribution #1

I introduce my reusable Error Propagation Analysis (EPA) model for Hyperledger Fabric to facilitate
fault sensitivity, failure root cause and design space analysis for Distributed Ledger Technology (DLT)
embedded into critical systems. The model is also able to integrate system-level impact analysis of
vulnerabilities and the cross-effects of faults and attacks.
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Contribution #2

I propose the application of classic N-Version Programming (NVP) to address smart contract (chain-
code) faults in Hyperledger Fabric at runtime, in contrast to the almost exclusively development time
state-of-the-art approaches of smart contract fault removal, avoidance and mitigation. I also define a
supporting software architecture which is fully transparent to Hyperledger Fabric’s architecture and
consensus.

Contribution #3

As a Fabric-specific application of the N-Version Programming approach, I propose ‘O-Version
Programming’, where all organizations participating in an Hyperledger Fabric permissioned blockchain
bring their own smart contract implementation, and Fabric’s consensus mechanism serves as the
n-version voter mechanism. I analyse the impact of OVP-based smart contract fault tolerance on the
attack tolerance of Hyperledger Fabric-based distributed ledgers.

1.3 Related Work

The EPA-related aspects of this work build on the results of Földvári et al., who likewise apply modern EPA
using ASP, but to a cyber-physical system (a water tank), investigating the impact of IT security breaches. At
the moment, my EPA model of Hyperledger Fabric is less concentrated on attacks rather than generic faults
and failures. However, the model can be easily extended to include various attacks and could then be used to
explore the interactions of internal faults and attacks and their system-wide effects.

Several papers, such as Podgorelec et al. (2019); Hao et al. (2018); Pongnumkul et al. (2017); Melo
et al. (2022) focus on evaluating Hyperledger Fabric’s performance metrics. To my best knowledge, no work
focuses specifically on integrating classic runtime fault tolerance patterns into Fabric, especially N-Version
Programming. On the other hand, some works investigate Fabric chaincode faults and development time
removal techniques (Yamashita et al., 2019; Beckert et al., 2018).

1.4 Paper Organization

The rest of this paper is organized as follows. The next chapter, Background, offers additional context and
domain knowledge regarding the concepts of DLT, EPA, and NVP. Chapter 3 constitutes my first contribution,
describing my Fabric model and EPA prototype written in Answer Set Programming (ASP). My second
contribution is found in Chapter 4, where I offer two radically different approaches to integrating the practice
of NVP into Hyperledger Fabric. Related to the second approach, in Chapter 5, I explore the effects of
O-Version Programming (OVP) on attack tolerance. Finally, I make my conclusions and explain further plans
in Chapter 6.
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2 Background
In the following sections, I offer an overview of the key concepts required to understand the contributions of
my work, including Distributed Ledger Technology, dependability, fault tolerance, and Error Propagation
Analysis. I summarize N-Version Programming and its relevance to DLT.

2.1 Distributed Ledger Technology and Dependability

This section aims to introduce the concept of DLT in general, blockchains, which are one type of DLT, and
to describe the basics of dependability as an extra-functional requirement of an Information Technology (IT)
system. The later chapters of this paper deal with a specific blockchain system called Hyperledger Fabric and
concepts revolving around the dependability of concrete Fabric network setups.

2.1.1 DLT and Blockchains

Offering distributed, high-integrity data storage, partially owing to the proliferation of cryptocurrencies such
as Bitcoin, Distributed Ledger Technology has become widely known and used technology. While in the
case of open, public networks such as Ethereum, one can estimate their growth and size using the publically
available data, this is not true for closed, permissioned systems such as Hyperledger Fabric, which is geared
towards consortial, private applications. Access to the database is restricted (hence ‘permissioned’) and only
available to participating organizations. Surveys and literature suggest Fabric is used in numerous cases and
that academic research regarding Fabric and DLT is active and ongoing (Li et al., 2020; Brotsis et al., 2020;
Chowdhury et al., 2019; Palma et al., 2021).

DLT has a variety of applications ranging from digital finance and supply chain networks to perhaps even
critical systems. The core of DLT is a transaction ledger shared and synchronized among several nodes or
peers and a consensus algorithm that decides what ledger state the peers jointly agree on. Due to its peer-to-
peer (P2P) nature, Single Points Of Failure (SPOFs) are eliminated. The best-known form of DLT is the
blockchain, an append-only sequence of transactions organized into interconnected blocks. Blockchains power
cryptocurrencies such as Bitcoin and Ethereum, as well as permissioned, consortial systems like Hyperledger
Fabric or R3 Corda (Nakamoto, 2009; Wood, 2015; Androulaki et al., 2018). In this paper, I focus on
permissioned1 blockchain platforms, specifically Hyperledger Fabric, but with relatively minor alterations my
observations and proposals are also applicable to open systems.

Smart Contracts A great advantage of digital assets stored on blockchains is that it is possible to program
them: smart contracts are software that can be installed on blockchain systems and manipulate the assets
on them. In the cryptocurrency world, smart contracts can be deployed to the public network by arbitrary
individuals and can later be invoked in the same manner as regular transactions (‘flow’ of tokens from one
address to another) – the network does not differentiate between a smart contract address and a ‘normal’ one.
Private, permissioned systems like Fabric limit who may install and invoke smart contracts (which Fabric
calls chaincode). For example, a consortium of organizations might use a smart contract to track the last
known physical location of some phsyical entity, which has methods such as r e g E n t ( i d , l o c ) , q E n t L o c ( i d ) ,
t r a n s f e r E n t ( i d , l o c ) , to register a new entity in the system, query its last known location, and record its

1The word permissioned in this context refers to the fact that the ledger is not available for the public to access but requires authentication
and authorization. Beyond this, Fabric (as well as other platforms) offer more granular permission control. Such features are foreign to
public systems like Bitcoin.
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transfer to a new location respectively. Depending on the platform, this may be JavaScript code using the
platform’s Application Programming Interface (API) to write and read the ledger state. For example, Fabric
supports chaincode in various languages, such as Go, node.js, and Java. Other platforms, like Ethereum, may
require different languages, like Solidity.

Unfortunately, software is prone to bugs, more formally referred to as software faults, which is no regarding
smart contracts. An erroneous implementation of the entity-tracking example might result in an entity possibly
being recorded twice in the database for two locations. In a financial application, software faults might give
way to fraud. In a safety-critical system, such faults threaten human life and potentially damage property.
Smart contract quality has a significant effect on the overall dependability of a DLT system.

Hyperledger Fabric

Figure 2.1:
Hyperledger
Fabric’s logo

Hyperledger Fabric is a fully open-source permissioned DLT platform written in the Go
programming language, featuring a modular system with pluggable consensus mech-
anisms and the capability of executing smart contracts (called chaincode) in multiple
languages (Androulaki et al., 2018). At the time of writing, Fabric was one of the
widely used platforms for private blockchain networks, its main competitor being R3’s
Corda (Brown et al., 2016) and Ethereum (Wood, 2015). Compared to other platforms,
Fabric has a rather complex architecture; setting up a production-grade network (but
even a development one, if done manually) can be challenging.

Unlike public platforms like Ethereum, Fabric has no built-in cryptocurrency or
coin. Instead, it handles assets, which may be token-like entities resembling coins, if desired. External software
that can be deployed to the network in order to manipulate assets programmatically is called chaincode.
Usually, Public Key Infrastructure (PKI) is used to designate identities: enrolled participants receive so-called
Membership Service Provider (MSP) information, including private signing keys (usually there are separate
MSPs for organizational and communication (ie Transport Layer Security (TLS)) services). Fabric has the
concept of cooperating organizations and isolated channels, which all have their separate ledgers, policies, and
configurations. At the end of the day, Fabric itself boils down to a key-value store governed by a consensus
mechanism.

2.1.2 Dependability and Fault Tolerance of Blockchain Systems

In the field of IT fault tolerance, the meanings of dependability and related terms have their known definitions,
which will be introduced below. Informally speaking, the concept of what a dependable system means is
straightforward: one can depend on such a system, knowing that it will provide adequate service under the
right conditions and knowing that in case there are problems, the system will be able to handle them, at least
to some extent. For example, one can depend on a train to transport them from point A to point B safely.
In the unfortunate event that the train’s brakes develop a fault, there are secondary emergency brakes that
can still be used to stop the vehicle and hopefully avoid an accident. This is a basic form of redundancy, a
dependability method, to make a train more fault tolerant.

Definition 2.1: Dependability

The ability of a system to deliver services on which the user can rely in a justifiable way (Avizienis
et al., 2004).

Three threats, faults, errors, and failures, are typically distinguished. The following definitions are from
the 2004 article Basic Concepts and Taxonomy of Dependable and Secure Computing by Avizienis et al.. As
Figure 2.2 shows, these three can be understood in a causal, sequential sense.

6



Definition 2.2: Failure

An event when the delivered service deviates from the correct service.

Definition 2.3: Error

A deviation of at least one external state of the system from the correct state.

Definition 2.4: Fault

The adjudged or hypothetical cause of an error.

Fault Failure Error

Figure 2.2: The relationship between faults, errors, and failures (Rehman et al., 2019, fig. 2)

The attributes of dependability

Availability The readiness of the system for correct service.

Reliability The continuity of correct service.

Integrity The absence of manipulation of the system.

Maintainability The possibility of modification or extension of the system and performing repairs.

Security The ability of the system to preserve the confidentiality of data.

Safety The absence of potential threats to financial assets or human life by the system.

These six attributes comprise the complex notion of dependability. Finally, dependability also includes
specific methods or means intended to make a system more dependable, such as fault prevention, tolerance, or
fault removal (Avizienis et al., 2004).

Application to DLT and Blockchain Systems My work overall is aimed at designing DLT and blockchain
systems to be as dependable as the extra-functional requirements prescribe – something which, to my
knowledge, is not a well-researched, trivial problem and the methods proposed in this paper have never
been used for this purpose. Integrity protection, being the primary promise of blockchains, is not sufficient,
as it does not offer defence against attacks and does not ensure the system will also have high enough
availability. Furthermore, for some platforms, including Hyperledger Fabric, even integrity is not as certain as
one might assume: networks may be on a much smaller scale than public networks (such as those hosting
cryptocurrencies), and faults of network connections and host problems become much more impactful, possibly
harming integrity. In the context of DLT, dependability analysis includes answering questions such as how
many independent host failures can the system tolerate providing service still? or what is the minimal-rank failure
mode vector that causes a given system failure?. Fabric’s architecture includes several system components, including
chaincode (how Fabric calls smart contracts), whose faults’ potential combinations’ effects on the system may
be hard to tell by conventional methods. Also, the network configuration, especially endorsement policies, plays
a defining role in what the system tolerates.
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2.2 Error Propagation Analysis

Error Propagation Analysis (referred to as Fault Propagation Analysis or Failure Propagation Analysis in
some contexts) is a more generic, automated method compared to classical approaches, such as Fault Tree
Analysis (FTA) or Failure Mode and Effects Analysis (FMEA). The main purpose of EPA is to determine the
relationship between errors activated by internal failure modes or external faults of system components and
their propagation within the system, possible valid and invalid inputs, and the overall system-level effects and
failures. Binding two of the three variables (input failure mode, internal failure modes, and output failures)
and inferring the third can be used to answer different questions, depending on which variable is unbound.
For example, one can consider a component to be internally faulty in some way and then simulate the system’s
behaviour with some known input to find out what possible effects this combination of input and component
fault has on the system’s output overall. Conversely, the known output of the system can also be bound.
Then one can ask either what input causes the given behaviour assuming specific fault activations or what
fault activations would cause the given behaviour when the system gets a known input. Table 2.1 provides an
overview of these combinations and what diagnostic problems they tackle (Kocsis, 2019, sec. 3.1). From a
system engineering perspective, EPA is intended to take place relatively early in the dependability analysis of
the system, constituting the step of Translation into an Operational Computerized Model in the modelling
process described by Trivedi and Bobbio (2017).

Input Fault Activation Output Diagnostic Problem

X known X known, single ? fault simulation
X known X known, multiple ? parallel fault simulation
X known ? X known, fully fault diagnosis
X known ? X known, partially partial diagnosis
X known ? X known, fault free undetected faults

? X known X known test generation

Table 2.1: Diagnostic problems addressed by EPA (Kocsis, 2019, tab. 3.1)

Its namesake and a crucial concept in EPA is error propagation: the ability of a component to pass on errors
to other components in the system (on their inputs) or to the output of the entire system. A component
may be fault free, but this does not exclude the possibility of producing invalid output as a result of receiving
invalid input. For example, a Transmission Control Protocol (TCP) server designed to write all received data
to a file will – even under perfectly correct operation – write even unexpected data to the file. Even if the
server is supposed to receive Latin letters, without input range checking, it will have no problem forwarding
unprintable characters or numbers to the file. This file, in turn, can later be processed by other components,
and the unexpected characters can cause a plethora of problems. In this case, the server propagates input errors
to its output. Figure 2.3 from Avizienis et al. (2004) offers an excellent visualization of this process.

Similarly, an internal fault of a component can be propagated. Considering once again a simple TCP server
component, a software fault that causes the server to cease writing to the file when activated will propagate to
other components as they will not receive the input they would require. These observations and propagation
models are at the heart of EPA.

Modern EPA is also capable of defining reusable error propagation rules. Different components may have
similar or the same behaviour regarding error propagation; therefore, their models can be instantiated from a
common ancestor, possibly with some specialized parameters. The components themselves are also reusable,
of course (Kocsis, 2019, sec. 3.1).

As for EPA-related tools, MARTE can be used to describe error propagation characteristics in Unified
Modelling Language (UML). SysML ‘views’ can also be used to express such properties. There are funda-
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Figure 2.3: Error Propagation (Avizienis et al., 2004)

mentally different analytical approaches to EPA, including model checking of connected automata (Kocsis,
2019; Bernardi et al., 2008; Pataricza, 2002).

EPA problems can be encoded in different ways, but the description usually involves constraints and
constraint solving. In his PhD dissertation, Kocsis relies on Constraint Set Programming (CSP) to model
error propagation. In a later work, Földvári et al. use ASP with additional temporal logic extensions as their
EPA core engine – this latter is also what I use in my work (without its temporal extensions), as it seems to
be much more flexible and directly applicable for the purpose.

2.2.1 Answer Set Programming

Answer Set Programming is a form of declarative logic programming, primarily for solving NP-hard search
problems, ‘based on the stable model (answer set) semantics of logic programming.’ The origins of ASP
may be traced back to 1997, but the term itself was first used by Marek and Truszczynski in 1998. It can
also be thought of as a programming paradigm. lparse, a frontend to the answer set solver smodels2, can
be considered a traditional tool for ASP, which takes a Prolog-like expression of answer set problems as its
input (Lifschitz, 2008). In my work, I use clingo from the Potsdam Answer Set Solving Collection (Gebser et al.,
2011), a wrapper for two other programs, g r i n g o and c l a s p – the grounder and solver systems, respectively.
Under the hood, g r i n g o uses lparse.

The input language of clingo and g r i n g o (simply referred to as gringo from now on) also resembles Prolog,
with a few extra directives and, of course, different semantics. Programs are customarily divided into two
segments: the problem instance and the problem encoding. The latter can also be divided into parts such as
the ‘generate’ and ‘test’ parts.

Potassco’s user guide3 comes with great examples to get started. Listing 2.1 contains a full gringo program
to determine n-colourings of graphs. Graphs are are described by facts analogous to Prolog facts. A graph’s
six nodes can be expressed by a range shortcut as n o d e ( 1 . . 6 ) . The semicolon character can also be used to
expand one rule to multiple ones. Constants can be defined, which can also be specified on the command
line when solving by the # c o n s t directive. Rules can be expressed as a set-like notation; in the example code,
the generator line describes that every node X must have precisely one c o l o u r where this colour is a number
between 1 and n (a constant). Finally, the last feature seen in the example is the ability to specify integrity
constraints, which can be thought of as descriptions of what models should not be considered: the last line
specifies that there must be no edge incident on two nodes of the same colour. Given this input, c l i n g o

2http://www.tcs.hut.fi/Software/smodels/
3
h t t p s : / / g i t h u b . c o m / p o t a s s c o / g u i d e / r e l e a s e s / d o w n l o a d / v 2 . 2 . 0 / g u i d e . p d f
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outputs possible answer sets (of atoms), including potential values for the c o l o u r predicate, such as c o l o r ( 1 , 2 )
c o l o r ( 2 , 1 ) c o l o r ( 3 , 1 ) c o l o r ( 4 , 3 ) c o l o r ( 5 , 2 ) c o l o r ( 6 , 3 ) for the example graph instance. Clingo can also
deal with optimization problems; another example included in the user guide is an encoding of the Travelling
Salesman problem in gringo.

Listing 2.1: Graph colouring example from the Potassco user guide

1 % % P r o b l e m I n s t a n c e

2 % N o d e s

3 n o d e ( 1 . . 6 ) .

4 % E d g e s

5 e d g e ( 1 , ( 2 ; 3 ; 4 ) ) . e d g e ( 2 , ( 4 ; 5 ; 6 ) ) . e d g e ( 3 , ( 1 ; 4 ; 5 ) ) .

6 e d g e ( 4 , ( 1 ; 2 ) ) . e d g e ( 5 , ( 3 ; 4 ; 6 ) ) . e d g e ( 6 , ( 2 ; 3 ; 5 ) ) .

7

8 % % P r o b l e m E n c o d i n g

9 % D e f a u l t

10 # c o n s t n = 3 .

11 % G e n e r a t e

12 { c o l o u r ( X , 1 . . n ) } = 1 : - n o d e ( X ) .

13 % T e s t

14 : - e d g e ( X , Y ) , c o l o u r ( X , C ) , c o l o u r ( Y , C ) .

The under-the-hood operation of clingo is out of scope for this paper, but Figure 2.4 shows the basic
process of solving gringo programs. The logic program (gringo code) is first run through the grounder g r i n g o ,
which transforms it to stable models, and subsequently fed into c l a s p , which finally generates the answer sets
for the program.

Program Grounder Solver Output

Figure 2.4: The process of solving programs with clingo (Gebser et al., 2011)

Temporal Logic Extensions telingo is an extension of the clingo ASP system that adds elements to describe
finite linear time temporal logic to the gringo language. Used in the preceding work by Földvári et al., this
extension is quite helpful to ease describing the dynamic behaviour of modelled systems. However, in my
ASP model, I have decided not to use this extension, but ‘plain’ gringo, as my current model has no temporal
dimension.

Introductory ASP Example

To illustrate answering EPA-related questions with ASP, I show its application to a tiny problem: consider a
tank filled with a substance that violently decomposes (explodes) at high temperatures. The system is equipped
with a temperature sensor and two actuators: one heating the contents of the tank (this might be the sun
shining on the container) and another cooling them. When a threshold temperature is reached, the tank
explodes.

The question is, how do the actuators’ behaviours (their heating and cooling rate) and the initial temperature
of the tank affect the substance’s fate? Ideally, the temperature is low, and the heating and cooling actuators
cancel out one another – tank temperature is constant, and the system is safe. However, if the heating actuator
is stronger than the cooling one, eventually, the temperature will reach critical. Of course, the actuators’
behaviours may change over time.
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There are several ways one might approach this problem. With such physical systems, it is relatively
straightforward to simulate them in a logic program. To this end, one must decide the level of abstraction of
components, time, behaviour, etc.

Quantitative Simulation Perhaps the most basic method is to work with numbers – values, that could be
measured in a real system. Time can be quantified into discrete timesteps, and temperature can be represented
by an integer value. The heating and cooling components have a constant rate at which they increase or
decrease the temperature at each timestep. Then, the tank’s temperature at each timestep can be simulated,
and it can be determined whether the actuators succeed in keeping the temperature within the acceptable
range in the simulation time.

This method can be encoded in ASP code, as seen in Listing 2.2. In this implementation, component
faults must be activated manually by changing the heating or cooling rates accordingly; for example, a failure
of the cooler may be activated by binding c o o l ( 0 ) . The integrity constraint b a n g ( _ ) ensures that only models
where no explosion occurs are considered. Therefore an unsatisfiable model means the given set of bindings is
unsafe.

As is, the program could not be satisfied because of the initial temperature of 9 0 and the heating rate being
higher than the cooling rate. In 20 timesteps, the maximal temperature is reached. If the initial temperature
were lower, simulation time would run out before the fatal system state could be reached.

Listing 2.2: Using ASP for Quantitative Simulation

1 i n i t _ t e m p ( 9 0 ) . % I n i t i a l t e m p e r a t u r e

2 s t e p s ( 2 0 ) . % L e n g h t o f s i m u l a t i o n

3 h e a t ( 2 ) . % H e a t i n g f a c t o r

4 c o o l ( 1 ) . % C o o l i n g f a c t o r

5 m a x ( 1 0 0 ) . % M a x i m u m t o l e r a t e d t e m p e r a t u r e

6

7 % t h e r e i s a s i n g l e t e m p e r a t u r e v a l u e a t e a c h t i m e s t e p

8 t i m e ( 1 . . N ) : - s t e p s ( N ) .

9 { t e m p ( T e m p , T i m e ) } = 1 : -

10 t e m p ( T e m p P r e v , T i m e - 1 ) ,

11 h e a t ( H ) , c o o l ( C ) , T e m p < == T e m p P r e v + H - C ,

12 t i m e ( T i m e ) .

13

14 % a t t i m e s t e p 0 , t h e t e m p e r a t u r e i s i t s i n i t i a l v a l u e

15 t e m p ( T e m p , 0 ) : - i n i t _ t e m p ( T e m p ) .

16 % t h e t e m p e r a t u r e i s t o l e r a b l e i f i t i s b e l o w t h e m a x i m u m

17 o k ( T i m e ) : - t e m p ( T e m p , T i m e ) , m a x ( M ) , T e m p < <= M , t i m e ( T i m e ) .

18 b a n g ( T i m e ) : - n o t o k ( T i m e ) , s t e p s ( N ) , t i m e ( T i m e ) .

19

20 % t h e f a t a l c a s e m u s t n o t o c c u r

21 : - b a n g ( _ ) .

22

23 # s h o w t e m p / 2 .

Qualitative Simulation In the context of IT systems and especially in my work, a higher level of abstraction
can be helpful. Neither time nor the simulated variables (the temperature, in this case) have to have numerical
values. Instead, one may describe the range of temperatures by categorical values, such as nominal, too low,
and too high. There are also ways to avoid having to deal with explicit timesteps, modelling only cause-effect
relationships and not how exactly they happen over time.

For the tank example, the categorical temperature values imply a higher-level definition of how these
values change. This can be done by describing the direction of change (ie sign of the second derivative), with
values such as stagnant, decreasing, or increasing.
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A possible resulting program can be seen in Listing 2.3. In this implementation, timesteps are still used,
but temperature and its change are encoded in categorical terms. Two possible models that fit (and can
be obtained by clingo) are shown in Listing 2.4. In the first one, the temperature becomes high, but stops
increasing at the second timestep, and then starts to decrease. In the second one, it also becomes high at first
but then stops changing. In either case, there is no fatal outcome as the failure case is defined to occur when
the temperature is h i g h and still i n c reasing.

Listing 2.3: Using ASP for Qualitative Simulation

1 i n i t ( o k , i n c ) . % I n i t i a l t e m p e r a t u r e a n d c h a n g e

2 s t e p s ( 3 ) . % L e n g t h o f s i m u l a t i o n

3 d i r ( i n c ; n o n e ; d e c ) . % P o s s i b l e c h a n g e d i r e c t i o n s

4 t e m p ( l o w ; o k ; h i g h ) . % P o s s i b l e t e m p e r a t u r e v a l u e s

5

6 % t h e r e i s a s i n g l e t e m p e r a t u r e v a l u e a t e a c h t i m e s t e p

7 t i m e ( 1 . . N ) : - s t e p s ( N ) .

8 {

9 t e m p ( T e m p , D i r , T i m e ) : t e m p ( T e m p P r e v , D i r P r e v , T i m e - 1 ) ,

10 c h a n g e ( T e m p P r e v , T e m p , D i r P r e v ) ,

11 d i r ( D i r ) , t i m e ( T i m e )

12 } = N : - s t e p s ( N ) .

13

14 % d e s c r i b e t h e p o s s i b l e s t a t e c h a n g e s

15 c h a n g e ( T , T , n o n e ) : - t e m p ( T ) .

16 c h a n g e ( l o w , l o w , d e c ) . c h a n g e ( h i g h , o k , d e c ) . c h a n g e ( o k , l o w , d e c ) .

17 c h a n g e ( l o w , o k , i n c ) . c h a n g e ( o k , h i g h , i n c ) . c h a n g e ( h i g h , h i g h , i n c ) .

18 % d i s c a r d m o d e l s w i t h d u p l i c a t e d s t e p s

19 : - t e m p ( T e m p A , _ , T i m e ) , t e m p ( T e m p B , _ , T i m e ) , T e m p A ! = T e m p B .

20 : - t e m p ( _ , D i r A , T i m e ) , t e m p ( _ , D i r B , T i m e ) , D i r A ! = D i r B .

21 % a t t i m e s t e p 0 , t h e t e m p e r a t u r e a n d t h e d e r i v a t i v e a r e t h e i r i n i t i a l

22 % v a l u e s

23 t e m p ( T e m p , D i r , 0 ) : - i n i t ( T e m p , D i r ) .

24

25 % t h e f a t a l c a s e m u s t n o t o c c u r

26 p a s s : - n o t t e m p ( h i g h , i n c , _ ) .

27 f a i l : - n o t p a s s .

28 : - f a i l .

29

30 # s h o w t e m p / 3 .

31 # s h o w p a s s / 0 . # s h o w f a i l / 0 .

Listing 2.4: Two possible models of the ASP program on Listing 2.3

1 A n s w e r : 1

2 t e m p ( o k , i n c , 0 ) p a s s t e m p ( h i g h , n o n e , 1 ) t e m p ( h i g h , d e c , 3 ) t e m p ( h i g h , n o n e , 2 )

3

4 A n s w e r : 2

5 t e m p ( o k , i n c , 0 ) p a s s t e m p ( h i g h , n o n e , 1 ) t e m p ( h i g h , n o n e , 3 ) t e m p ( h i g h , n o n e , 2 )

Parallel Simulation As shown by Kocsis (2019, sec. 3.1) as well as Pataricza (2006, sec. 3.1), it can be helpful
in EPA to allow system components to have faulty ‘mutations’, defined as aberrations from their ‘reference’
state. This method can be applied to the tank problem by defining separate rulesets for the reference and
the faulty model and introducing a new rule that encodes the difference between the faulty and the reference
model at each timestep. Then, the resulting answer sets are simulations of the model, and the diverging
behaviour of the faulty version can be observed.
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2.3 N-Version Programming

N-Version Programming or multi-version programming is a well-known software engineering technique that
is capable of increasing software diversity by independently implementing the same specification multiple times,
favourably by different teams and in different programming languages. The idea is that the same possible
faults will likely not be introduced to all versions; therefore, executing all versions and comparing the results
statistically decreases the probability of failure (Avizienis, 1986, 1995).

Various levels of NVP are imaginable. The simplest form involves executing the n implementations
(possibly concurrently), collecting the results, and performing majority voting on them, but other voting
algorithms may also be desirable (Gersting et al., 1991). For example, given three implementations of the
specification, an essential voting component decides if at least two out of the three results match. In that
case, this outcome is considered the overall result. For n versions,

⌈
n
2

⌉
results must match or be otherwise

acceptable. Naturally, the voting component is a trivial failure point of the system, but voting logic is not
difficult.

In more sophisticated situations, special NVP mechanisms are injected into the source codes of the
individual versions that allow a designated execution environment (called N-Version eXecution environment
(NVX)) to take control, synchronize them, or enable runtime verification of their state.

Remarks about independent faults NVP is built on the concept that the potential introductions of software
faults in the multitude of versions are independent of one another. However, in 1987, Knight and Leveson
conducted a research where 27 versions of a specification were implemented independently by two universities
and then subjected to a million tests. Analysis of their results shows a correlation between the faults, implying
that the assumption of fault independence may be misguided or at least that care must be taken to consider
dependent faults. Nevertheless, NVP is good valid fault tolerance and redundancy technique if done correctly.

NVP in DLT systems As a common fault tolerance pattern, NVP is easily among the first to consider when
attempting to increase the fault tolerance of smart contacts in DLT systems. However, some of its methods
cannot be applied or at least are not trivial to apply, such as the runtime government of the NVX. Smart
contracts are usually invoked by transactions from clients, and platforms do not offer any way to interrupt
their execution for the sake of synchronization or verification. Of course, it would be possible to extend
the platforms themselves to include such capabilities, but this would likely require large-scale, fundamental
changes to the software. That said, smart contracts are software like any other operating on some input and
returning some output. Executing multiple versions of them and comparing the results is trivial if cross-smart
contract invocations are allowed. I propose two radically different approaches to introduce NVP to a concrete
DLT platform, Hyperledger Fabric, in Chapter 4.

The only other application of NVP in the context of DLT systems today is Hydra, which uses a variant of
NVP called N-of-N-Version Programming (NNVP), and focuses on error detection and safe termination rather
than fault tolerance (the goal of classic NVP) featuring a bounty system rewarding finders of critical software
faults. Technically, Hydra is designed for Ethereum (Breidenbach et al., 2018). In contrast, my proposals do
target the classic NVP objective of fault tolerance and focus on consortial DLT platforms, such as Fabric.

The reappearance of NVP in AI Due to the concerns mentioned a few paragraphs ago, the popularity of
NVP has somewhat dropped in recent years. This clearly shows in the volume of related publications and the
fact that new literature speaks of NVP as something old, with phrases such as New Wine in an Old Bottle, or
revisiting this technology. On the other hand, it seems that NVP might have a renaissance in the world of
Artificial Intelligence (AI), as new publications suggest using it to improve reliability and resilience in Machine
Learning (ML) models. The idea is to overcome the difficulty of reliable ML models by generating n versions
of an ML component and then executing these diverse replicas, which costs only more computations, but
optimally results in significantly higher reliability (Gujarati et al., 2020; Xu et al., 2019; Machida, 2019; Wu
et al., 2018).
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3 Sensitivity Analysis-Based DLT
Design Support

DLTs, especially blockchains offer features such as append-only, high-integrity data storage, which may prove
useful even in critical systems. At the very least, even non-critical usage often requires high dependability. In
such situations, it is crucial that the system is designed to be dependable with regard to its architecture and
configuration.

However, as far as my research of current literature shows, not much has been done to allow designing
DLT systems with dependability in mind, while aspects such as

• the number of nodes maintaining the shared ledger,
• their distribution among cooperating organizations,
• the network connections between system components,
• input transaction data validity,
• various software faults,
• and endorsement policy configurations

play a defining role in the matter. For example, an erroneously configured endorsement policy might allow a
single organization of many to maliciously inject an illegal transaction into the ledger, essentially defeating the
decentralized trust. Smart contracts especially affect dependability, as software faults within them are likely
to propagate into the ledger as faulty transactions. In critical systems, faulty smart contracts may pose an
unacceptable risk.

In this chapter, I show an analysis of a widespread DLT platform, Hyperledger Fabric, examining its
components used for transaction processing, followed by a proposal to use Answer Set Programming as an aid
for dependable system design.

3.1 Analysis of Fabric’s Components

Fabric’s operation can be divided into three stages or services:

1. Endorsement (including chaincode execution)

2. Ordering

3. Ledger update (including validation and MultiVersion Concurrency Control (MVCC) handling)

In reality, these stages rely on a number of underlying components. During endorsement, the client sends
transaction proposals to some peers, who subsequently return their endorsements of the proposed transaction.
During this phase, the peers execute the transaction chaincode invocations1. The result of the chaincode
invocation is a read/write set over the key-value store that is the current ledger (world) state. Exactly which
peers are chosen by the client and how it behaves when some of them are unreachable depends on client-side
logic and is not analyzed in the scope of this paper. The network (more accurately, the channel, but for
now let us consider single-channel networks only) has an endorsement policy configuration, which is basically
k-out-ofn voting logic over the read/write sets reported by the peers.

Then, the client may submit the proposal to an orderer, which, receiving several other transactions, decides
on their order and broadcasts the generated blocks to peers. When the peers are notified of a new block, they

1For simplicity, I only consider invocations. In reality, query transactions need not invoke chaincode.
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once again validate it by executing the transactions within. MultiVersion Concurrency Control (MVCC) is
used to ensure that the read/write sets of the transactions are not in conflict. If a transaction does cause a
conflict or is otherwise invalid, it will not have an effect on the world state of the ledger (but will still be
appended as part of the block). It is up to the client to retry the transaction in this case. The fact that the
client executes transactions twice is what makes Fabric an execute-order-verify blockchain platform.

Each of these services has a number of potential internal faults, which result either in degraded system-level
performance or system failure. For example, if the ordering service is completely unavailable (because none of
the orderer nodes is reachable), there is no way for any transaction to get into a block in a legal way. If the
used orderer node is available but is under high load, it may take longer to process the transaction, resulting
in it being written to the ledger later than usual. In this sense, the ordering service is able to propagate its
failure to the next component or service.

In the rest of this section, I analyze the aforementioned component sequence responsible for transaction
processing: for each service, I consider a combination of an external fault, an internal fault,, and the resulting
failure mode. Failure modes are classified according to the taxonomy introduced in the paragraph titled Failure
model in Section 3.2. ‘∗’ symbolizes a wildcard: depending on the context, any failure mode, external fault, or
internal fault can substitute it. Lowercase italic characters are variables.

At this point, I do not consider software faults in Fabric’s code: I assume peers and orderers work according
to their specifications. However, I do consider the host machines where peer and orderer software is installed;
see the next section for more details.

3.1.1 Endorsement

Endorsement is a crucial step since this is when peers first execute chaincode that might contain software
faults (bugs). Table 3.1 shows the considered fault propagation characteristics of endorsement and peer nodes.
A short summary of the possible internal fault modes and their potential root causes:

Endorsement Internal Fault Modes

not enough organizations are available The endorsement phase entails a number of organizations agreeing
to a certain transaction. This number is defined by the configured endorsement policy for the channel.
If either the peer hosts of certain organizations or the network links between the client and these hosts
are down, the client will not be able to get the necessary endorsements in time.

too many organizations compromised Endorsement policies only protect against some number of malicious
organizations at the cost of lower availability. If more organizations are malicious (either due to an
intentional fraud by this group of organizations or due to an external attack), basically anything can
happen: transactions might fail, invalid transactions might be appended to the ledger, etc.

policy misconfiguration The definition of the endorsement policy is essential in the operation of the network.
Poor choices (most probably due to human error) may lead to lower availability, transactions committed
with delays, or not at all. An overly permissive policy may allow invalid transactions to be committed to
the ledger.

chaincode subtle/coarse data error This failure mode represents a canonical case of a software fault in the
chaincode. It could be caused by an erroneously specified loop range or a reversed relational operator,
for instance. Subtle errors are considered to be undetectable, as opposed to coarse ones (such as a
temperature sensor reporting a value lower than −273.15 °C (absolute zero) – a physical impossibility).

An interesting aspect of software faults is that they may or may not be activated at runtime. Furthermore,
if the input data is already faulty, there is no way to tell if the outcome will be subtlely or coarsely faulty.
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chaincode slow queries It is a known problem that CouchDB range scan queries are currently inefficient
because they unfold into several key queries for each key in the range2 Chaincode relying on such
constructs may take a considerable time to execute, resulting in a delayed transaction.

External Fault Internal Fault Failure Mode

(p, t, v) not enough organizations available (p, L A T , v)
∗ too many organizations compromised ∗
(p, t, v) policy misconfiguration (p, L A T , v)/ (O M I , t, v)/ (C O M , O K /L A T , v)
(p, t, O K ) chaincode subtle data error (p, t, S U B )
(p, t, O K ) chaincode coarse data error (p, t, C O A )
(p, t, S U B /C O A ) chaincode subtle/coarse data error (p, t, S U B /C O A )
(p, t, v) chaincode slow queries (p, L A T , v)

Table 3.1: Sensitivity analysis of the endorsement service

There are some additional failure modes and external faults that I would like to consider in the future but
did not model so far. For example, a transaction with an invalid signature causes an omission provision failure
mode. Potential private data leaks in chaincode imply a completely new dimension of failure modes regarding
confidentiality, which I could not categorize into the current taxonomy. If anything, it would belong to the
value failure category, besides subtle and coarse failures.

3.1.2 Ordering

Once the client has collected sufficient endorsements from participating organizations, it may submit its
endorsed transaction proposal to an orderer node. The orderer is a member of the network’s ordering service,
which may have internal failure modes, some of which are examined below. The propagation characteristics
table can be seen in Table 3.2. A functional ordering service eventually publishes a block containing the next
batch of transactions for the peers to append to their local ledgers.

Ordering Internal Fault Modes

too many orderers unreachable Depending on the choice of the ordering service (Raft, Kafka, or solo), once
a number of orderers are not reachable (due to host or network failures), ordering cannot take place.
The worst case is, of course, the solo mode, when the chosen orderer becomes a SPOF. In the other
modes, the majority of the ordering nodes must be available.

too many orderers compromised Like peers, orderers may be compromised, which renders the ordering
service unpredictable.

ordering takes long There are a few reasons that might delay a transaction getting into a block. An ‘innocent’
possibility is that there is simply such a high load of transactions to process that the ordering service
did not get to it yet. Otherwise, it is absolutely possible for an orderer to maliciously delay transactions
or favour the transactions of select organizations over others.

As orderers do not perform much validation (they only look at block headers), the ordering service will,
under normal operation, propagate all input faults to the next component.

2Evidence of this issue can be seen on h t t p s : / / j i r a . h y p e r l e d g e r . o r g / b r o w s e / F A B - 1 8 5 0 7 (accessed on 2022-10-31).
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External Fault Internal Fault Failure Mode

(p, t, v) too many orderers unreachable (p, L A T , v)
∗ too many orderers compromised ∗
(p, t, v) ordering takes long (p, L A T , v)

Table 3.2: Sensitivity analysis of the ordering service

3.1.3 Ledger update

As a final phase, once ordering has taken place and the peers have been notified about the new block, they
once again validate the contents of the block and append it to their ledgers. In real life, not all peers take part
in this process and only receive information about new blocks via peer gossip. For simplicity, I assume all peers
receive new block publications and ignore gossip.

There is still one pitfall here that could cause the failure of a transaction: if an MVCC conflict is detected
by the peer. This is considered the only failure mode in this phase, shown in Table 3.3.

Ledger Update Internal Fault Modes

unexpected MVCC conflict Hyperledger Fabric does not utilize locks for concurrency but rather aborts
transactions in case of conflicts such as a dirty read or write. It is up to clients to retry such transactions.
MVCC conflicts are not so much failures as unexpected, unfortunate events that still might cause
transactions to fail completely or at least be delayed.

External Fault Internal Fault Failure Mode

(p, t, v) unexpected MVCC conflict (p, L A T , v)

Table 3.3: Sensitivity analysis of the ledger update phase

3.1.4 Examples of Failure Chains

It is easier to understand how errors (or failures) can propagate within a DLT system by looking at some
exemplary chains of causes and effects and the final system-level result. This section contains some basic
ideas for such chains with descriptions regarding in what scenario they may occur. These scenarios are not
necessarily possible to model and analyze using the prototype ASP implementation introduced in Section 3.2
but serve merely as examples showing how certain faults can have system-wide effects.

A cloud computing provider’s servers are down and transactions are late

Failure chain

1. Several organizations in a network host their peers on the same cloud computing service provider,
which experiences downtime, making all these peers unavailable for some time.

2. Submitted transactions (proposals) take longer to endorse than usual since the client(s) must wait for
the unavailable peers to come back online.

3. Assuming otherwise correct operation, the transaction eventually gets committed to a block, but this
happens much later than expected.
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Scenario For example, this could happen in a supply chain blockchain network. A shipped item could have
already arrived at its destination, but due to a large delay in transaction processing, the ledger state may still
reflect its status as being in a temporary depot. It is also possible to flood the network in a Denial Of Service
(DOS) attack (which may also be involuntary, eg in the case of a faulty client application).

Smart contract contains bug which erroneously changes ledger state

Failure chain

1. A smart contract contains a software fault, due to which the resulting read/write sets might contain
invalid values that are still within range (a subtle data fault).

2. A client invokes the smart contract with input data that trigger this fault, leading to an undesired ledger
state update.

3. The ledger state is now technically valid, but in reality, it is wrong (a subtle data fault).

Scenario For example, the chaincode may allow users to keep a record of how many items (which may be
anything in reality) they possess. Let us say that each item has a unique secret code, knowledge of which must
be proven in order to record the ownership of the item. Due to a bug in the chaincode, a specially crafted
invalid secret code causes the ledger to be updated in such a way that the user is recorded to possess an item,
even when it does not really exist. This way, a user may have unlimited items even if they have none.

All orderers or peers are down, and the network is rendered unusable

Failure chain

1. Due to an external problem or an adversarial attack, either every Ordering node or every peer (or both)
is taken out of operation.

2. Clients have no way of accessing the ledger contents, submitting transactions, or really doing anything.

3. The service provided by the network is down.

Scenario For example, if the network is responsible for facilitating payments (eg a Central Bank Digital
Currency (CBDC) implementation), such downtime can cause a total halt of all dependent financial processes.
There are a number of possible causes ranging from simple power outages to software faults which crash the
orderer or peer nodes.

3.2 EPA for Hyperledger Fabric using ASP

I approach EPA on Fabric by concentrating on the outcome of a single reference transaction being processed by
the system. First, I establish a model of a Fabric network, including its physical and logical components, the
static structure of the network built from these components and the connections between them. Then, I add
the behavioural models of the individual parts. Finally, I show examples of how after defining some binding
constraints, ASP is able to infer the rest of the model and how this can be applied to system design.
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ComponentExternal Fault Output Failure Mode

Internal Fault Mode

Figure 3.1: Generic model of a component

3.2.1 Fabric’s model in gringo

Each component is modelled as a black box having a certain I F M internal fault mode that receives some E F
external fault and produces some O F M output failure mode. This simple component model is visualized in
Figure 3.1. The (I F M , E F , O F M ) triples describe the dynamic behaviour of the component.

The implementation of the ASP program is split among several source files, structured in the following
way:

( p r o j e c t r o o t )

m o d e l /

b e h a v i o u r . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . dynamic model
f a i l u r e . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . failure model
s t r u c t u r e . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . static model

c o n s t a n t s . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . bounding values for model generation
b i n d i n g s . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . fixed (bound) model elements
t o p . l p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . only include statements

Note that for the sake of completeness, I have included the contents of all of these files in the appendix of
this document.

Static Model

Figure 3.2 offers an overview of the entire structural metamodel encoded in gringo, but I briefly go over the
details below. The program is written in such a way that whatever model elements are not bound can be
generated by the solver instead. For example, to define how many organizations there are in total, the fact
o r g s ( N ) may be used with the desired number in place of N . If no such fact is defined by the user (in the
b i n d i n g s . l p file), then the following statement near the top of s t r u c t u r e . l p will generate it:

{ o r g s ( 1 . . m a x _ o r g s ) } = 1 .

Where m a x _ o r g s is actually a constant, limiting up to how many organizations should be generated if any.
Then, to define an organization called o r g 1 , one would establish o r g ( o r g 1 ) . Defining this single organization
does not imply there may not be more; by default, the program will consider N organizations where N is bound
by the fact o r g s ( N ) .

Physical hosts belong to organizations; for example, h o s t ( o r g 1 , o r g 1 h 1 ) defines o r g 1 h 1 to be a host at the
o r g 1 organization. As with the organizations themselves, an o r g _ h o s t s ( N ) fact defines how many organizations
each host has. As system components, hosts have internal fault modes defined separately. For example, to
establish that host o r g 1 h 1 is down: h o s t _ i f m ( o r g 1 h 1 , d o w n ) . Other possible fault modes are o k (nominal
state) and c o m p r o m i s e d . Hosts are also connected (linked) as h o s t _ l i n k ( A , B , S t a t e ) where A and B are host
identifiers such as o r g 1 h 1 and S t a t e is either u p or d o w n , depending on whether the connection is broken. To
simplify, hosts that have no physical link between them are also modelled as having a link with the d o w n state.
Additionally, the following simple rule takes care of the fact that links are always bidirectional:

h o s t _ l i n k ( A , B , S t a t e ) : - h o s t _ l i n k ( B , A , S t a t e ) .
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Other components – the singular client, peers, chaincode executors, and orderers – are allocated to physical
hosts with facts such as o r d e r e r _ a l l o c ( o r g 1 o 1 , o r g 1 h 1 ) . Some components are only logical and have no host
allocation, such as the ordering service of an organization. However, all components have internal fault modes.

There are some extra facts and rules, such as the client being ‘subscribed’ to one of the peers – this is
important because, after a successful transaction, the client only finds out about the transaction making it
into a ledger by finding it in a block on a peer it queries. The o r d e r i n g ( T y p e ) fact chooses one of the built-in
Fabric ordering services (the now deprecated s o l o and k a f k a or the currently recommended r a f t ). It is worth
mentioning that even raft is only Crash Fault Tolerant (CFT) and a Byzantine Fault Tolerant (BFT) consensus
implementation is underway for some time. The model could already be easily extended to understand BFT
consensus.

Endorsement policies can also be defined by facts such as

e n d o r s e m e n t _ p o l i c y ( N o d e , O p e r a t o r , A , B )

where N o d e is an identifier of a node in the syntax tree composed of the logical ∧ (A N D ) and ∨ (O R ) operators,
O p e r a t o r is one of these operators (encoded as a n d and o r ) and A and B are the operands to the O p e r a t o r . A
special t o p node name marks the root of the tree. For example, to encode the simple policy of A N D ( O R ( O r g 1 ,
O r g 2 ) , O r g 3 ) , one would do

1 e n d o r s e m e n t _ p o l i c y ( o r g 1 _ o r _ o r g 2 , o r , o r g 1 , o r g 2 ) .

2 e n d o r s e m e n t _ p o l i c y ( t o p , a n d , o r g 1 _ o r _ o r g 2 , o r g 3 ) .

As a side note regarding fact generation: it is not trivial to generate facts such as o r d e r e r ( o r g N , o r g N o M )

for several N and M values because this implies generating atom names. gringo understands f a c t ( 1 . . N ) but not
f a c t ( f o o 1 . . N ) . Nevertheless, it is useful to have such identifiers, because simple integers would convey less
information and the generated models would be much harder to read. As a workaround, I took advantage of
the scripting capabilities of clingo: one can insert Lua or Python code blocks such as the one seen on Listing 3.1
to define functions which can then be used from gringo code.

Listing 3.1: Small Lua script to generate orderer name atoms

1 c l i n g o = r e q u i r e ( ' c l i n g o ' )

2 F = c l i n g o . F u n c t i o n

3

4 f u n c t i o n o r g o r d e r e r ( o r g _ , i _ )

5 o r g = o r g _ . n a m e

6 i = i _ . n u m b e r

7 r e t u r n F ( o r g . . ' o ' . . i )

8 e n d

Dynamic Model

The dynamic model is found in a separate file, b e h a v i o u r . l p . Here is where the error propagation characteristics
of the components are defined. My behavioural model follows a slightly modified version of the transaction flow
diagram provided in Fabric’s documentation3 and is included in this paper as Figure 3.3. Purple-coloured actors
indicate that the component is not present in the system in any observable form, but I logically considered it as
a separate component for modelling purposes. For example, there is normally no such thing as an endorsement
service in an organization (even though one is imaginable). Clients send their endorsement requests to the
peers they choose themselves. My model assumes that an organization follows the same endorsement strategy
in a given channel for a given chaincode.

3
h t t p s : / / h y p e r l e d g e r - f a b r i c . r e a d t h e d o c s . i o / e n / r e l e a s e - 2 . 4 / t x f l o w . h t m l , accessed on 2022-10-27
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Figure 3.2: Static Hyperledger Fabric metamodel

I took care to separate the generic fault propagation behaviour of the components from the fault propagation
of the component instances in a given model (at least where it made sense). For example, the chaincode executor
component propagates faults in the following way:

1 c c e x e c _ f p _ g ( o k , F , F ) : - f a i l u r e _ m o d e ( F ) .

2 c c e x e c _ f p _ g ( s u b t l e _ f a u l t , ( P , T , V ) , ( P , T , ( V ; s u b t l e ) ) ) : -

3 f a i l u r e _ m o d e ( ( P , T , V ) ) .

4 c c e x e c _ f p _ g ( c o a r s e _ f a u l t , ( P , T , V ) , ( P , T , ( V ; c o a r s e ) ) ) : -

5 f a i l u r e _ m o d e ( ( P , T , V ) ) .

Meaning that in an o k state, the output failure mode matches the received external fault, and in the
s u b t l e _ f a u l t and c o a r s e _ f a u l t internal modes, the internal fault mode may be propagated to the output.
This is to simulate the activation of the chaincode software fault. The rules above generate several facts, such
as c c e x e c _ f p _ g ( o k , ( o k , o k , o k ) , ( o k , o k , o k ) ) , c c e x e c _ f p _ g ( o k , ( o k , l a t e , o k ) , ( o k , l a t e , o k ) ) , and so
on, but this is not the error propagation of a specific chaincode executor instance in the model. These are
merely the way all chaincode executors behave. A separate, instance-specific propagation rule is what defines
the behaviour of a concrete instance:

1 {

2 c c e x e c _ f p _ i ( I D , E F , O F M )

3 : c c e x e c _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

4 c c e x e c _ i f m ( I D , I F M ) ,

5 c c e x e c _ f p _ g ( I F M , E F , O F M ) ,

6 c l i e n t _ f p _ i ( _ , E F )

7 ;

8 c c e x e c _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

9 : c c e x e c _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , d o w n ) ,
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Figure 3.3: Transaction flow in Hyperledger Fabric

10 c l i e n t _ f p _ i ( _ , ( P , T , V ) )

11 } = 1 : -

12 c c e x e c ( _ , I D ) .

What this means is that for every single chaincode executor with name I D , a single c c e x e c _ f p _ i ( I D , E F ,

O F M ) fact must exist – the failure propagation of that executor. The rule is further divided into two cases: if
the host the chaincode executor is allocated to is up, then the component behaves as it is supposed to behave
according to the generic rules shown earlier. Otherwise, if the underlying hosts happen to be down, then
the generic fault propagation rules do not matter since we can be sure that the component will be unable to
respond, resulting in propagating an omission provision failure mode to its output.

Failure model As Kocsis and previously Gallina and Punnekkat, I modelled failures in three ‘dimensions’:
provision, timing, and value. Provision refers to whether an expected action occurs, usually a ledger state change
in Fabric’s case. We can talk about either omission failures or commission failures, when something is done
which should not have been done, ie a transaction has been erroneously recorded on the ledger. Timing failure
modes include being too early and too late, and value failure modes are divided into subtle and coarse failures.
Subtlety refers to whether the failure is detectable, which is quite subjective. Figure 3.4 visualizes this simple
taxonomy of failures.
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Figure 3.4: Fault taxomy (Gallina and Punnekkat, 2011)

Security considerations

A dimension of possible faults in Fabric networks, specifically security vulnerabilities are not included in my
model yet, or at most in an oversimplified way: hosts where the network components are deployed to have a
compromised fault mode, in which case the components allocated to them may behave any possible way.

In the future, I plan to extend the model with known Fabric vulnerabilities that can be found in liter-
ature (Andola et al., 2019; Yamashita et al., 2019; Dabholkar and Saraswat, 2019). The model is actually
already prepared for this; one simply needs to add the vulnerability dictionary to the internal fault modes of
the components and the corresponding failure propagation behaviours. In his master’s thesis, Hambuch also
collected several vulnerabilities in a ‘Chaincode Weakness Classification Registry,’ but mostly for chaincodes.
For instance, C W C - 1 0 0 N o i n p u t v a l i d a t i o n would be fairly easy to integrate into my model: it would constitute
an additional n o _ i n p u t _ v a l i d a t i o n internal fault mode of the chaincode executor component and a new rule
describing that executors in this mode always propagate external subtle or coarse data failures. Correctly
operating chaincode executors would then be defined to be able to detect such external faults and ensure they
are not propagated (by failing the transaction).

3.2.2 Example Applications to Design Support

To illustrate the usefulness of my contributions, I gathered two applications where it can be used to obtain
nontrivial results. The first is related to critical systems, where the dependable design of the blockchain used by
a smart railroad system is paramount to ensure that accidents do not happen. The second application is aimed
at a generic consortial network where an optimal endorsement policy is sought that ensures tolerance against
specific faults. The latter also demonstrates how the optimization features of clingo can be used together with
my Fabric model to give answers to questions that are otherwise hard to answer because of the enormous state
space.

Railroad crossing

This application setup comes straight from Kocsis (2018). A self-driving car arrives at a railroad crossing.
Following the positive control principle, the car is allowed to only cross once it has received a grant to do so
for a given time window. Communication between the car and train takes place on a blockchain in order to
ensure decentralized, high-integrity storage of the records allowing entities to pass.

In this situation, omission failures are not too problematic; they merely cause the car to wait long at the
crossing. A late timing failure has the same effect. However, commission and value type failures can have
catastrophic outcomes. Even a subtle data fault in the governing chaincode (eg somewhere, a zero is flipped to
a one) might cause the car to start passing at the wrong moment and drive right in front of the coming train.

Let us consider the following model. There are two organizations involved: one for the railroad and one
for the car. The endorsement policy requires transactions to be endorsed by both organizations. Furthermore,
both organizations have two hosts. The railway organization has a peer node and a chaincodechaincode executor
installed on one of its hosts and an orderer node on its other host. The other organization has two peers, one
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on each node, each along with one chaincode executor. All four hosts are linked and can reach one another over
the network. Unfortunately, the chaincode software contains a subtle value fault; otherwise, components are
healthy. The instance model described in this paragraph is much easier to understand by looking at Figure 3.5.
The figure also clearly shows the fault propagation described below. Please note that some elements have been
simplified or left out from the diagram to ease understanding. For example, the four hosts form a complete
graph via Host Link relations, but this is not shown in the diagram. Also, only faulty components’ internal
fault modes are visible; technically, all four hosts, the three peers, and the orderer all have their internal fault
modes set to o k . Finally, the car object is not really modelled, it has been added to the diagram to show how
the fault eventually ends up potentially causing an accident. Strictly speaking, system-level failure already
occurs at o r g 2 p 2 .

The subtle data fault in the chaincode might activate in one of the chaincode executor components. In
the fault propagation of the model shown in the figure, the fault activates in the chaincode installed on the
railway organization’s peer o r g 1 p 1 . The orange colouring of model elements shows that they take part in the
fault propagation. The peer propagates the fault by returning a faulty read/write set to the client (through
o r g 2 ’s endorsement service, which is not actually a real Fabric component). The client then proceeds to send
its transaction proposal with the faulty read/write set to the only orderer in the system, which eventually
broadcasts it as an element of a block, which the o r g 2 p 2 peer receives (as well as other peers), validates, and
writes to its ledger. The end result of the transaction is a subtle data failure, which is considered undetectable.
However, it is possible that such a fault is capable of causing an accident in this critical system, for example, if
it means a timestamp is not accurate and the record instructs the car to go earlier than safe.

Figure 3.5: Instance model of the railroad crossing example

The ASP encoding of the model can be seen Listing 3.2. Notice how one can take advantage of ASP
rules when defining the desired bindings of the objects, expressing more in less code. For example, instead of
specifying the internal fault mode of each host as a seprate fact, such as h o s t _ i f m ( o r g 1 h 1 , o k ) , h o s t _ i f m ( o r g 1 h 2 ,
o k ) , and so on, one can instead intuitively say: the internal fault mode of any host is o k . In gringo: h o s t _ i f m ( H ,
o k ) : - h o s t ( _ , H ) – meaning a h o s t _ i f m ( H , o k ) fact is generated for every h o s t ( _ , H ) fact. The latter are not
found anywhere among the bindings, because they are generated by other parts of the program (that do not
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need to be modified), based on the o r g _ h o s t s ( O r g , N ) fact for each organization.
The final line of the bindings file, : - r e f ( ( o k , o k , o k ) ) ensures that only models where the reference

transaction’s result is faulty are considered. This is necessary to force clingo to show models that illustrate the
possible fault propagation chain on Figure 3.5, because in several models, the chaincode executor components
will not transform their input external fault injecting a subtle data failure, simulating cases when the software
fault does not activate.

The result of running clingo on this input and filtering the otherwise incredibly verbose output to only
show some relevant lines are found on Listing 3.3.

Listing 3.2: gringo bindings file of the railroad crossing model

1 i n p u t _ f a i l u r e _ m o d e ( ( o k , o k , o k ) ) .

2

3 o r g s ( 2 ) .

4

5 o r g _ h o s t s ( O , 2 ) : - o r g ( O ) .

6 h o s t _ i f m ( H , o k ) : - h o s t ( _ , H ) .

7 h o s t _ l i n k ( A , B , u p ) : - h o s t ( _ , A ) , h o s t ( _ , B ) .

8

9 o r g _ c c e x e c s ( o r g 1 , 1 ) . c c e x e c _ a l l o c ( o r g 1 c c 1 , o r g 1 h 1 ) .

10 o r g _ c c e x e c s ( o r g 2 , 2 ) .

11 c c e x e c _ a l l o c ( o r g 2 c c 1 , o r g 2 h 1 ) . c c e x e c _ a l l o c ( o r g 2 c c 2 , o r g 2 h 2 ) .

12 c c e x e c _ i f m ( C C , s u b t l e _ f a u l t ) : - c c e x e c ( _ , C C ) .

13

14 o r g _ p e e r s ( o r g 1 , 1 ) . p e e r _ a l l o c ( o r g 1 p 1 , o r g 1 h 1 ) .

15

16 o r g _ p e e r s ( o r g 2 , 2 ) .

17 p e e r _ c c e x e c s ( P , 1 ) : - p e e r ( _ , P ) .

18 p e e r _ a l l o c ( o r g 2 p 1 , o r g 1 h 1 ) . p e e r _ c c e x e c ( o r g 2 p 1 , o r g 2 c c 1 ) .

19 p e e r _ a l l o c ( o r g 2 p 2 , o r g 1 h 2 ) . p e e r _ c c e x e c ( o r g 2 p 2 , o r g 2 c c 2 ) .

20

21 e n d o r s e m e n t _ p o l i c y ( t o p , a n d , o r g 1 , o r g 2 ) .

22 e n d o r s e m e n t _ l i n k ( o r g 2 E S V , ( o r g 1 p 1 ; o r g 1 p 2 ) ) .

23

24 o r g _ o r d e r e r s ( o r g 1 , 1 ) . o r d e r e r _ a l l o c ( o r g 1 o 1 , o r g 1 h 2 ) .

25 o r g _ o r d e r e r s ( o r g 2 , 0 ) .

26 o r d e r i n g ( s o l o ) .

27

28 b l o c k v a l i d a t i o n _ i f m ( o k ) .

29

30 : - r e f ( ( o k , o k , o k ) ) .

Listing 3.3: Output of the railroad crossing ASP program

$ c l i n g o t o p . l p - - o u t - i f s = ' \ n ' | g r e p - E

' r e f | i n p u t _ f a i l u r e _ m o d e | e n d o r s e m e n t _ r e s u l t | p e e r _ e n d o r s e m e n t | ( c c e x e c | p e e r | o r d e r e r ) _ f p _ i '↪→

i n p u t _ f a i l u r e _ m o d e ( ( o k , o k , o k ) )

c c e x e c _ f p _ i ( o r g 1 c c 1 , ( o k , o k , o k ) , ( o k , o k , s u b t l e ) )

c c e x e c _ f p _ i ( o r g 2 c c 1 , ( o k , o k , o k ) , ( o k , o k , o k ) )

c c e x e c _ f p _ i ( o r g 2 c c 2 , ( o k , o k , o k ) , ( o k , o k , s u b t l e ) )

p e e r _ f p _ i ( o r g 1 p 1 , ( o k , o k , s u b t l e ) , ( o k , o k , s u b t l e ) )

p e e r _ f p _ i ( o r g 2 p 1 , ( o k , o k , s u b t l e ) , ( o k , o k , s u b t l e ) )

p e e r _ f p _ i ( o r g 2 p 2 , ( o k , o k , s u b t l e ) , ( o k , o k , s u b t l e ) )

e n d o r s e m e n t _ r e s u l t ( ( o k , o k , s u b t l e ) )

o r d e r e r _ f p _ i ( o r g 1 o 1 , ( o k , o k , s u b t l e ) , ( o k , o k , s u b t l e ) )

o r d e r e r _ f p _ i ( o r g 2 o 1 , ( o k , o k , s u b t l e ) , ( o k , o k , s u b t l e ) )
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p e e r _ e n d o r s e m e n t ( o r g 1 p 1 , ( o k , o k , s u b t l e ) )

p e e r _ e n d o r s e m e n t ( o r g 2 p 1 , ( o k , o k , s u b t l e ) )

p e e r _ e n d o r s e m e n t ( o r g 2 p 2 , ( o k , o k , s u b t l e ) )

r e f ( ( o k , o k , s u b t l e ) )

Finding the best endorsement policy

In this example, I only assert that there are a given number of organizations (five) and each organization has
two hosts, one peer and one orderer, along with some simplifications, such as all hosts being linked, and some
constraints that ensure only ‘interesting’ models will be generated.

The most important lines are the following three:

1 d o w n _ h o s t s ( N ) : - # c o u n t { H : h o s t _ i f m ( H , d o w n ) } = N .

2 # m a x i m i z e { N : d o w n _ h o s t s ( N ) } .

3 # m a x i m i z e { N : e n d o r s e m e n t _ p o l i c y _ n o d e s ( N ) } .

What these mean, is that we wish to maximize the number of unavailable hosts, while also maxizing the
nodes present in the endorsement policy. This way, we can obtain a policy that will still make it possible for
transactions to succeed, even if several hosts are down.

This kind of computation (optimization) is more complex, so clingo takes quite a bit longer to generate
the answer sets. For the bindings defined in Listing 3.4, the optimal model returned by clingo is what is
in Listing 3.5. Clearly, the endorsement policy is not optimal in the sense that it could be simplified (ie
converted to conjunctive or disjunctive normal form), which could technically also be possible to accomplish
by extending the program. However, even in this form, this serves as a demonstration that the model is not
only capable of impact analysis, ie showing what might happen given input failures and internal failure modes
(in other words, reasoning ‘forwards’), but also other directions of reasoning. In this case, I only bind the
transaction outcome and optimize parameters that were bound in the previous model.

Listing 3.4: gringo bindings file for finding an optimal endorsement policy

1 # c o n s t o r g N = 5 .

2 # c o n s t h o s t s P e r O r g = 2 .

3

4 i n p u t _ f a i l u r e _ m o d e ( ( o k , o k , o k ) ) .

5

6 o r g s ( o r g N ) .

7 o r g _ h o s t s ( O , h o s t s P e r O r g ) : - o r g ( O ) .

8

9 % H o s t s f o r m a c o m p l e t e m e s h

10 h o s t _ l i n k ( H o s t A , H o s t B , u p ) : - h o s t ( _ , H o s t A ) , h o s t ( _ , H o s t B ) .

11

12 % T h e c l i e n t ' s h o s t s a r e u p

13 c l i e n t _ o r g ( o r g 1 ) .

14 c l i e n t _ a l l o c ( H ) : - h o s t _ i f m ( H , o k ) .

15 c l i e n t _ s u b ( H ) : - h o s t _ i f m ( H , o k ) .

16

17 { o r g _ p e e r s ( O , 1 ) } = 1 : - o r g ( O ) .

18 p e e r _ i f m ( P , o k ) : - p e e r ( _ , P ) .

19

20 o r g _ c c e x e c s ( O , N ) : - o r g _ p e e r s ( O , N ) .

21 c c e x e c _ i f m ( C C , o k ) : - c c e x e c ( _ , C C ) .

22

23 d o w n _ h o s t s ( N ) : - # c o u n t { H : h o s t _ i f m ( H , d o w n ) } = N .

24 # m a x i m i z e { N : d o w n _ h o s t s ( N ) } .

25 # m a x i m i z e { N : e n d o r s e m e n t _ p o l i c y _ n o d e s ( N ) } .
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26

27 { o r g _ o r d e r e r s ( O , 1 ) } = 1 : - o r g ( O ) .

28 o r d e r e r _ i f m ( O , o k ) : - o r d e r e r ( _ , O ) .

29

30 o r d e r i n g ( r a f t ) .

31

32 b l o c k v a l i d a t i o n _ i f m ( o k ) .

33

34 : - n o t r e f ( ( o k , o k , o k ) ) .

Listing 3.5: Output of the optimization problem for finding an optimal endorsement policy

A n s w e r : 7

h o s t _ i f m ( o r g 1 h 2 , o k )

h o s t _ i f m ( o r g 2 h 1 , o k )

h o s t _ i f m ( o r g 4 h 1 , o k )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 0 , a n d , e n d o r s e m e n t _ n o d e _ 7 , e n d o r s e m e n t _ n o d e _ 6 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 1 , a n d , e n d o r s e m e n t _ n o d e _ 3 , e n d o r s e m e n t _ n o d e _ 0 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 2 , a n d , e n d o r s e m e n t _ n o d e _ 3 , o r g 5 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 3 , a n d , e n d o r s e m e n t _ n o d e _ 1 0 , o r g 2 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 4 , o r , e n d o r s e m e n t _ n o d e _ 1 0 , e n d o r s e m e n t _ n o d e _ 8 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 5 , a n d , o r g 3 , e n d o r s e m e n t _ n o d e _ 4 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 6 , a n d , e n d o r s e m e n t _ n o d e _ 9 , e n d o r s e m e n t _ n o d e _ 1 0 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 7 , a n d , o r g 4 , o r g 2 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 8 , a n d , e n d o r s e m e n t _ n o d e _ 9 , e n d o r s e m e n t _ n o d e _ 5 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 9 , a n d , o r g 4 , o r g 2 )

e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 1 0 , a n d , e n d o r s e m e n t _ n o d e _ 9 , o r g 1 )

r e f ( ( o k , o k , o k ) )

h o s t _ i f m ( o r g 1 h 1 , d o w n )

h o s t _ i f m ( o r g 2 h 2 , d o w n )

h o s t _ i f m ( o r g 3 h 1 , d o w n )

h o s t _ i f m ( o r g 3 h 2 , d o w n )

h o s t _ i f m ( o r g 4 h 2 , d o w n )

h o s t _ i f m ( o r g 5 h 1 , d o w n )

h o s t _ i f m ( o r g 5 h 2 , d o w n )
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4 Chaincode Fault Tolerance with
N-Version Programming

In this chapter, I propose two ways to introduce N-Version Programming (NVP) to Fabric chaincode, increasing
software diversity in an effort to be more fault tolerant. The first, ‘classic’ approach is not specific to Fabric and
does not rely on its features. It is transparent to Fabric, built on top of its existing architecture and operation.
I show a possible software architecture and implementation design for this setup.

The second approach is rather different, for it puts Fabric’s consensus mechanism to work to achieve n-
version voting, meaning peers have their own, potentially private implementations of the chaincode specification
and the DLT system itself takes the role of the n-version voter component, deciding what goes into the ledger
in the end. This is very much in the spirit of DLT, but does require modifications to Fabric’s consensus
mechanism.

Although my current Fabric model shown in Section 3.2 does not include them, I plan to add support for
analyzing the usage of both of these approaches at design time. Then, it will be possible to use it to answer
questions such as how many indenepdent implementations do we need to ensure that n software faults are tolerated
by the system?

4.1 Classic Approach

The straightforward method to adopt NVP for Fabric chaincode is to simply install not one, but n implement-
ations of the same chaincode specification everywhere (ie on every peer where the single chaincode would
normally be installed) and then ensure that each version is executed, the results are compared and some
business logic decides the end result. This is the bare minimum, but more useful features can be added, such
as an additional layer of input and output validation before and after the versions are executed.

An arguably more elegant alteration of this method is to package the entire NVP architecture into a single
chaincode container, so in the perspective of Fabric, only a single chaincode is installed and it can be invoked
as usual. Behind the scenes, this chaincode is a facade hiding several chaincode versions and the validation and
voting logic.

4.1.1 Master Chaincode as Controller

If one wishes to follow the first, elementary solution, the following steps must be taken:

1. Create n independent implementations of the chaincode specification, preferably by separate teams,
possibly in different programming languages.

2. Create a master chaincode as en entry point: it may perform input parameter checking, then invoke all
n versions (passing on the input parameters), collect the results, compare them and decide which (if
any) result should be considered correct, and finally return that to the peer.

3. Install all n versions as well as the master chaincode on all peers desired to be able to execute the
chaincode.

4. Ensure that clients not allowed to directly interact with the n versions, but only the master, controller
chaincode.
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The correct implementation of the master chaincode is essential, as it is a single point of failure in the
system. Thankfully input/output validation and voting logic is not expected to be overly complex to do right.
Fabric’s permissions can be used to ensure who may invoke what chaincode, so it is possible to forbid the
invocation of the individual versions by any client.

One downside of this method is of course that n+ 1 chaincode versions must be installed and maintained
separately and Fabric has no way of knowing they are related in any way. On the other hand, this kind of
complete separation of the implementations makes it possible to mix different programming languages, further
increasing software diversity – something which is not supported by the containerized approach introduced in
the next subsection.

Figure 4.1: Component diagram of the Master Chaincode-based approach for NVP

4.1.2 Containerized Approach

Since Fabric chaincode runs in Docker containers, it is possible to develop more complex architectures,
including the parallel execution of code by threading. The idea is to package the entire n+ 1 chaincodes into
one self-contained unit that can be installed on a Fabric peer just like any regular chaincode.

Instead of exposing the peer’s interface to the chaincode implementations so that they can read the ledger
contents, I propose providing a proxy that is able to cache ledger reads (since a single read of a key-value
pair is always sufficient, Fabric cannot ‘read-your-write’). The final read/write set must be built by the NVP
Controller (NVC) component, merging the reads intercepted by the proxy and the writes suggested by the
chaincode versions.

One possible way to adopt this approach in software is using Java threads and the active object pattern.
Implementations of the same chaincode specification interface are known by the controller class. After ensuring
the validity of the input, the implementations are executed, in parallel, by multithreading.

4.2 Consensus-Based Approach (‘O-Version Programming’)

Instead of actually installing multiple chaincode versions on the peers either directly or using the architecture
outlined in Subsection 4.1.2, it is possible to rely on the consensus mechanism of Fabric. In this case,
organizations and/or peers may have their own chaincode version installed independently (hence the name ‘O-
Version Programming’: the ‘O’ stands for ‘Organization’). In some contexts, this might even be a requirement;
for example, consider a weather forecast service where several clients attempt to submit their sensor data
to the ledger. The supporting chaincode can be the organization’s own, as long as it implements the same
specification as all others.

Contrary to the other approaches, in this method, there is no specialized voter component. Deciding
which versions’ results are correct is deferred to the consensus protocol of the platform: that is, in the end,
the configured endorsement policy determines the outcome. For example, for maximum fault tolerance (but
least availability), given n peers hosting their own versions, an n : n endorsement policy ensures either every
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Figure 4.2: Component diagram of the containerized approach for NVP

single implementation has the same active software fault (quite unlikely), or the correct results are appended
to the ledger, otherwise the transaction is rejected. Figure 4.4 contains an overview figure of this strategy.

An interesting issue with this approach is that it clearly interferes with the ledger integrity preserving role
of endorsement. Normally, all peers have the same one implementation of the chaincode and endorsement
ensures that no malicious organization or peer is able to alter ledger contents to their advantage. If there are
six peers, than a four-out-of-six endorsement policy can tolerate up to three peers going rogue and endorsing
an invalid or otherwise undesired or unacceptable transaction. However, if we also take potentially faulty
implementations into consideration, this tolerance metric changes. This aspect is further explored in the next
chapter, DLT Consensus as N-Version Voting.

30



Figure 4.3: Possible class diagram of the containerized approach for NVP

%C C 1

p1

!C C 3

p3

!C C 2

p2

Endorsement Policy 2 : 3

R E J E C T

Figure 4.4: Overview of consensus-based NVP in Fabric
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5 DLT Consensus as N-Version Voting
This chapter continues investigating the options of leveraging the consensus mechanism of DLT systems
for NVP purposes, introduced in Section 4.2. Since consensus is already used for integrity protection, it
is important to consider how slightly abusing it affects its existing capabilities. For example, consider a
network of six organizations: three are running version A of a chaincode specification and the other three are
running version B. If we consider one of the two versions faulty, it follows that at least four organizations’
endorsement should be required to ensure integrity. This way, even if all three organizations who have the
faulty chaincode version propose to append the same faulty transaction to the ledger, the addtionally required
fourth organization, who certainly has a fault-free implementation, will prevent the undesired ledger update.
Figure 5.1 offers a visualization of this example for better understanding.

O r g 1

%C C 1

O r g 4

!C C 2

O r g 2

%C C 1

O r g 5

!C C 2

O r g 3

%C C 1

O r g 6

!C C 2

If at least four organizations are required to endorse any
transaction (thickened, grey boxes), it can be ensured
that read/write sets resulting from the three erroneous
executions of the chaincode do not end up on the ledger.
However, provided one of the organizations is mali-
cious, even one more endorser is required for integrity
protection, since in the worst case, the malicious party
might be among those who have the correct chaincode
version installed.

Figure 5.1: Two chaincode versions distributed among six organizations

5.1 Obtaining a formula for the necessary endorsement policy based on

diversity, software faults, and malicious organizations

For simplicity, let us assume for the remainder of this chapter, that every organization only maintains a single
peer node. The question the answer to which we seek is the following: given n peers and v chaincode versions,
what k : n endorsement policy is required to tolerate m = 1, 2, . . . , n malicious peers, if f = 1, 2, . . . , v of the
versions are faulty? We may combine the n peers and v chaincode versions into a single property, the diversity
ratio or ratio of diversity, r = v

n .
Following the configuration of Figure 5.1, we can fill a table, trying to find a relationship: Table 5.1. It is

not hard to notice the following patterns:

• Any number of malicious parties increases the necessary k value by one, no matter the number of
software faults.

• The effect of a software fault on k depends on the diversity ratio. If there are v versions for n clients,
that means v

n peers have the version. Every software fault implies that v
n more endorsers would be

needed to eliminate the possibility of committing the faulty result to the ledger.

• Logically, at least one endorser is necessary.

And thus, the formula Equation 5.1 can be obtained. Figure 5.2 shows a 3D surface plot of how this
function looks for different input values. The plot has been made with a fixed zero value for number of
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n v r f m k : n

6 1 6 0 0 1
6 1 6 1 [0, n] ∅
6 1 6 0 1 2
6 1 6 0 2 3
6 1 6 0 3 4
6 1 6 0 4 5
6 1 6 0 5 6
6 1 6 0 6 ∅

n v r f m k : n

6 2 3 0 0 1
6 2 3 1 0 4
6 2 3 2 [0, n] ∅
6 2 3 0 1 2
6 2 3 0 2 3
6 2 3 0 3 4
6 2 3 0 4 5
6 2 3 0 5 6
6 2 3 0 6 ∅
6 2 3 1 1 5
6 2 3 1 2 6
6 2 3 1 [3, n] ∅

Table 5.1: Table to help finding a formula for the required endorsement policy based on Figure 5.1

malicious organizations (m = 0), but from the formula it is clear that various values of m would simply shift
the plot along the z (vertical) axis.

The result shows that for low diversity ratios and a high amount of software faults, very intolerant
endorsement policies are necessary, as expected. Software faults have a much higher impact on the necessary
endorsement policy than the number of malicious organizations to tolerate – this makes sense, as several
organizations might be running the same version.

bestk(r, f,m) =
f

r
+m+ 1 (5.1)

Figure 5.2: 3D surface plot of the bestk function
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6 Conclusion and Future Work
In my work, I have successfully used classic Error Propagation Analysis to implement a model of a specific DLT
platform, Hyperledger Fabric. It includes a number of internal failure modes and propagation characteristics
based on my analysis and understanding of the system. I demonstrate using this model to show certain
properties of hypothetical model instances, including revealing how a safety-critical application may fail,
potentially causing an accident. The model is completely reusable and in the future, I plan on extending it
with numerous additional component failure modes (including vulnerabilities, which I have not yet included
in the model) and behaviours. Furthermore, I intend to make it possible to enable various fault tolerance
mechanisms in the model to analyize their effects.

To address the impact of software faults in chaincode, I have proposed revisiting classic N-Version
Programming, which is capable of increasing fault tolerance by means of highering software diversity. I have
presented two rather different ways of its integration: a classic approach, and ‘O-Version Programming.’ As
the latter builds on the same mechanism of the network which ensures its high integrity, consensus, I briefly
analyzed its impact by observing how the number of chaincode versions and the number of software faults
interplay with the endorsement policy and number of malicious participants in the network. I conclude that
when conensus is used for NVP, the choice of endorsement policy is mostly dependent on the number of
the chaincode versions and the number of peers. I have offered an architectural design for the ‘classic’ style
(instead of relying on consensus, each executor executes the same n versions), which I would like to prototype
as future work to demonstrate its viability.

As an additional future improvement, I am considering the development of a simple application that
visualizes the models generated by the ASP program that facilitates sensitivity analysis, as its current output is
rather hard to read. Optimally, this piece of software should also be able to draw fault and event trees, which
would normally have to be done by hand.
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Acronyms
AI Artificial Intelligence 13
API Application Programming Interface 6
ASP Answer Set Programming 1, 4, 9, 10, 11, 12, 14, 17,

18, 19, 24, 25, 34
BFT Byzantine Fault Tolerant 20
CBDC Central Bank Digital Currency 18
CFT Crash Fault Tolerant 20
CSP Constraint Set Programming 9
DAO Decentralized Autonomous Organization 3
DLT Distributed Ledger Technology 1, 3, 4, 5, 6, 7, 13, 14,

17, 28, 30, 32, 34
DOS Denial Of Service 18
EPA Error Propagation Analysis 1, 2, 3, 4, 5, 8, 9, 10, 12,

18, 34
FMEA Failure Mode and Effects Analysis 8
FPA

Fault Propagation Analysis 8
Failure Propagation Analysis 8

FTA Fault Tree Analysis 8
IT Information Technology 4, 5, 6, 11
ML Machine Learning 13
MSP Membership Service Provider 6
MVCC MultiVersion Concurrency Control 14, 15, 17
NNVP N-of-N-Version Programming 13
NP Non-deterministic Polynomial time 9
NVC NVP Controller 29
NVP N-Version Programming 1, 2, 4, 5, 13, 28, 29, 30, 31,

32, 34, 35
NVX N-Version eXecution environment 13
OVP O-Version Programming 1, 4, 29, 34
P2P peer-to-peer 5
PKI Public Key Infrastructure 6
SPOF Single Point Of Failure 5, 16
TCP Transmission Control Protocol 8
TLS Transport Layer Security 6
UML Unified Modelling Language 8
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A Complete source code listings
See Subsection 3.2.1 for the structuring and roles of the files whose contents are included below.

Listing A.1: Contents of m o d e l / s t r u c t u r e . l p

1 % % % % % % % % % % % % % % % % % % % % % % % % %

2 % I N P U T %

3 % % % % % % % % % % % % % % % % % % % % % % % % %

4

5 { i n p u t _ f a i l u r e _ m o d e ( F ) : f a i l u r e _ m o d e ( F ) } = 1 .

6

7

8 % % % % % % % % % % % % % % % % % % % % % % % % %

9 % O R G A N I Z A T I O N S %

10 % % % % % % % % % % % % % % % % % % % % % % % % %

11

12 # s c r i p t ( l u a )

13 c l i n g o = r e q u i r e ( ' c l i n g o ' )

14 F = c l i n g o . F u n c t i o n

15

16 f u n c t i o n o r g n a m e ( i _ )

17 i = i _ . n u m b e r

18 r e t u r n F ( ' o r g ' . . i )

19 e n d

20 # e n d .

21

22 { o r g s ( 1 . . m a x _ o r g s ) } = 1 .

23 { o r g ( @ o r g n a m e ( 1 . . N ) ) } = N : - o r g s ( N ) .

24

25

26 % % % % % % % % % % % % % % % % % % % % % % % % %

27 % H O S T S %

28 % % % % % % % % % % % % % % % % % % % % % % % % %

29

30 # s c r i p t ( l u a )

31 c l i n g o = r e q u i r e ( ' c l i n g o ' )

32 F = c l i n g o . F u n c t i o n

33

34 f u n c t i o n o r g h o s t ( o r g _ , i _ )

35 o r g = o r g _ . n a m e

36 i = i _ . n u m b e r

37 r e t u r n F ( o r g . . ' h ' . . i )

38 e n d

39 # e n d .

40

41 { o r g _ h o s t s ( O , 1 . . m a x _ o r g _ h o s t s ) } = 1 : - o r g ( O ) .

42 { h o s t ( O , @ o r g h o s t ( O , 1 . . N ) ) : o r g ( O ) } = N : - o r g _ h o s t s ( O , N ) .

43

44 { h o s t _ l i n k ( H o s t A , H o s t B , ( u p ; d o w n ) ) } 1 : -

45 h o s t ( _ , H o s t A ) , h o s t ( _ , H o s t B ) ,

46 H o s t A ! = H o s t B , n o t h o s t _ l i n k ( H o s t B , H o s t A , _ ) .

47 h o s t _ l i n k ( H o s t A , H o s t B , F M ) : - h o s t _ l i n k ( H o s t B , H o s t A , F M ) .

48 h o s t _ l i n k ( H o s t , H o s t , u p ) : - h o s t ( _ , H o s t ) .

49 h o s t _ l i n k ( H o s t A , H o s t B , d o w n ) : -

50 h o s t ( _ , H o s t A ) , h o s t ( _ , H o s t B ) , n o t h o s t _ l i n k ( H o s t A , H o s t B , u p ) .
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51

52 { h o s t _ i f m ( H o s t , ( o k ; d o w n ; c o m p r o m i s e d ) ) } = 1 : - h o s t ( _ , H o s t ) .

53

54

55 % % % % % % % % % % % % % % % % % % % % % % % % %

56 % C L I E N T %

57 % % % % % % % % % % % % % % % % % % % % % % % % %

58

59 { c l i e n t _ o r g ( O r g ) : o r g ( O r g ) } = 1 .

60 { c l i e n t _ a l l o c ( H o s t ) : h o s t ( O r g , H o s t ) , c l i e n t _ o r g ( O r g ) } = 1 .

61 { c l i e n t _ o r d e r e r ( O r d ) : o r d e r e r ( O r g , O r d ) , c l i e n t _ o r g ( O r g ) } = 1 .

62 { c l i e n t _ p u b ( P e e r ) : p e e r ( O r g , P e e r ) , c l i e n t _ o r g ( O r g ) } = 1 .

63 { c l i e n t _ s u b ( P e e r ) : p e e r ( O r g , P e e r ) , c l i e n t _ o r g ( O r g ) } = 1 .

64

65

66 % % % % % % % % % % % % % % % % % % % % % % % % %

67 % P E E R S %

68 % % % % % % % % % % % % % % % % % % % % % % % % %

69

70 # s c r i p t ( l u a )

71 c l i n g o = r e q u i r e ( ' c l i n g o ' )

72 F = c l i n g o . F u n c t i o n

73

74 f u n c t i o n o r g p e e r ( o r g _ , i _ )

75 o r g = o r g _ . n a m e

76 i = i _ . n u m b e r

77 r e t u r n F ( o r g . . ' p ' . . i )

78 e n d

79 # e n d .

80

81 { o r g _ p e e r s ( O , 1 . . m a x _ o r g _ p e e r s ) } = 1 : - o r g ( O ) .

82 { p e e r ( O , @ o r g p e e r ( O , 1 . . N ) ) : o r g ( O ) } = N : - o r g _ p e e r s ( O , N ) .

83

84

85 { p e e r _ a l l o c ( P e e r , H o s t ) : h o s t ( O r g , H o s t ) } = 1 : - p e e r ( O r g , P e e r ) .

86

87 { p e e r _ i f m ( P e e r , o k ) } = 1 : - p e e r ( _ , P e e r ) .

88

89 { p e e r _ c c e x e c s ( P e e r , 1 . . N ) } = 1 : -

90 p e e r ( O r g , P e e r ) , o r g _ c c e x e c s ( O r g , N ) .

91 { p e e r _ c c e x e c ( P e e r , C C ) : c c e x e c ( O r g , C C ) } = N : -

92 p e e r ( O r g , P e e r ) , p e e r _ c c e x e c s ( P e e r , N ) .

93

94 % % % % % % % % % % % % % % % % % % % % % % % % %

95 % C C E X E C U T O R S %

96 % % % % % % % % % % % % % % % % % % % % % % % % %

97

98 # s c r i p t ( l u a )

99 c l i n g o = r e q u i r e ( ' c l i n g o ' )

100 F = c l i n g o . F u n c t i o n

101

102 f u n c t i o n o r g c c ( o r g _ , i _ )

103 o r g = o r g _ . n a m e

104 i = i _ . n u m b e r

105 r e t u r n F ( o r g . . ' c c ' . . i )

106 e n d

107 # e n d .

108

109 { o r g _ c c e x e c s ( O , 1 . . m a x _ o r g _ c c e x e c s ) } = 1 : - o r g ( O ) .

110 { c c e x e c ( O , @ o r g c c ( O , 1 . . N ) ) : o r g ( O ) } = N : - o r g _ c c e x e c s ( O , N ) .
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111

112 { c c e x e c _ a l l o c ( C C , H o s t ) : h o s t ( O r g , H o s t ) } = 1 : - c c e x e c ( O r g , C C ) .

113

114 { c c e x e c _ i f m ( C C , ( o k ; s u b t l e _ f a u l t ; c o a r s e _ f a u l t ) ) } = 1 : -

115 c c e x e c ( _ , C C ) .

116

117

118 % % % % % % % % % % % % % % % % % % % % % % % % %

119 % E N D O R S E M E N T P O L I C Y %

120 % % % % % % % % % % % % % % % % % % % % % % % % %

121

122 # s c r i p t ( l u a )

123 c l i n g o = r e q u i r e ( ' c l i n g o ' )

124 F = c l i n g o . F u n c t i o n

125

126 f u n c t i o n n o d e ( i _ )

127 i = i _ . n u m b e r

128 r e t u r n F ( ' e n d o r s e m e n t _ n o d e _ ' . . i )

129 e n d

130 # e n d .

131

132 { e n d o r s e m e n t _ p o l i c y _ n o d e s ( 0 . . m a x _ e n d o r s e m e n t _ p o l i c y _ n o d e s ) } = 1 .

133 { e n d o r s e m e n t _ p o l i c y _ n o d e ( @ n o d e ( 1 . . N ) ) } = N : -

134 e n d o r s e m e n t _ p o l i c y _ n o d e s ( N ) .

135 e n d o r s e m e n t _ p o l i c y _ n o d e ( e n d o r s e m e n t _ n o d e _ 0 ) .

136

137 {

138 e n d o r s e m e n t _ p o l i c y ( N o d e , ( a n d ; o r ) , A , B )

139 : o r g ( A ) , o r g ( B ) , A ! = B

140 ;

141 e n d o r s e m e n t _ p o l i c y ( N o d e , ( a n d ; o r ) , A , B )

142 : o r g ( A ) , e n d o r s e m e n t _ p o l i c y _ n o d e ( B ) , N o d e ! = B

143 ;

144 e n d o r s e m e n t _ p o l i c y ( N o d e , ( a n d ; o r ) , A , B )

145 : e n d o r s e m e n t _ p o l i c y _ n o d e ( A ) , o r g ( B ) , N o d e ! = A

146 ;

147 e n d o r s e m e n t _ p o l i c y ( N o d e , ( a n d ; o r ) , A , B )

148 : e n d o r s e m e n t _ p o l i c y _ n o d e ( A ) , e n d o r s e m e n t _ p o l i c y _ n o d e ( B ) ,

149 N o d e ! = A , N o d e ! = B , A ! = B

150 } = 1 : - e n d o r s e m e n t _ p o l i c y _ n o d e ( N o d e ) .

151

152

153 % % % % % % % % % % % % % % % % % % % % % % % % %

154 % E N D O R S E M E N T S V C S %

155 % % % % % % % % % % % % % % % % % % % % % % % % %

156

157 # s c r i p t ( l u a )

158 c l i n g o = r e q u i r e ( ' c l i n g o ' )

159 F = c l i n g o . F u n c t i o n

160

161 f u n c t i o n o r g e s v ( o r g _ )

162 o r g = o r g _ . n a m e

163 r e t u r n F ( o r g . . ' E S V ' )

164 e n d

165 # e n d .

166

167 { e n d o r s e m e n t ( O , @ o r g e s v ( O ) ) } = 1 : - o r g ( O ) .

168

169 1 {

170 e n d o r s e m e n t _ l i n k ( O r g E S V , P e e r )

42



171 : e n d o r s e m e n t ( O r g , O r g E S V ) ,

172 p e e r ( O t h e r O r g , P e e r )

173 } : - o r g ( O r g ) , o r g ( O t h e r O r g ) , O t h e r O r g ! = O r g .

174

175

176 % % % % % % % % % % % % % % % % % % % % % % % % %

177 % O R D E R E R S %

178 % % % % % % % % % % % % % % % % % % % % % % % % %

179

180 # s c r i p t ( l u a )

181 c l i n g o = r e q u i r e ( ' c l i n g o ' )

182 F = c l i n g o . F u n c t i o n

183

184 f u n c t i o n o r g o r d e r e r ( o r g _ , i _ )

185 o r g = o r g _ . n a m e

186 i = i _ . n u m b e r

187 r e t u r n F ( o r g . . ' o ' . . i )

188 e n d

189 # e n d .

190

191 { o r g _ o r d e r e r s ( O , 1 . . m a x _ o r g _ o r d e r e r s ) } = 1 : - o r g ( O ) .

192 { o r d e r e r ( O , @ o r g o r d e r e r ( O , 1 . . N ) ) : o r g ( O ) } = N : - o r g _ o r d e r e r s ( O , N ) .

193

194 { o r d e r e r _ a l l o c ( O r d e r e r , H o s t ) : h o s t ( O r g , H o s t ) } = 1 : -

195 o r d e r e r ( O r g , O r d e r e r ) .

196

197 { o r d e r e r _ i f m ( O r d e r e r , o k ) } = 1 : - o r d e r e r ( _ , O r d e r e r ) .

198

199

200 % % % % % % % % % % % % % % % % % % % % % % % % %

201 % O R D E R I N G S V C %

202 % % % % % % % % % % % % % % % % % % % % % % % % %

203

204 { o r d e r i n g ( s o l o ; k a f k a ; r a f t ) } = 1 .

205 { o r d e r i n g _ l e a d e r ( O r d e r e r ) : o r d e r e r ( _ , O r d e r e r ) , o r d e r i n g ( s o l o ) } 1 .

206

207

208 % % % % % % % % % % % % % % % % % % % % % % % % %

209 % B L O C K V A L I D S C V S %

210 % % % % % % % % % % % % % % % % % % % % % % % % %

211

212 { b l o c k v a l i d a t i o n _ i f m ( o k ; c o n f l i c t ) } = 1 .

Listing A.2: Contents of m o d e l / b e h a v i o u r . l p

1 %

2 % T R A N S A C T I O N F L O W

3 %

4 % C L I E N T / / <-> E N D O R S E M E N T S V C ( [ 1 ] t x p r o p o s a l )

5 % : / / <-> P E E R 1 / / <-> C C 1 . . N

6 % : / / <-> P E E R 2 / / <-> C C 1 . . N

7 % C L I E N T / / --> O R D E R I N G S V C ( [ 2 ] o r d e r i n g )

8 % : / / <-> P E E R 1 / / <-> C C 1 . . N ( [ 3 ] v a l i d a t o n )

9 % : / / <-> P E E R 2 / / <-> C C 1 . . N

10 % C L I E N T / / <-> P E E R X ( c l i e n t s e e s b l o c k )

11 %

12

13 %
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14 % G L O S S A R Y

15 %

16 % F : F a u l t

17 % E F : E x t e r n a l F a u l t

18 % F P : F a i l u r e / F a u l t P r o p a g a t i o n

19 % I F M : I n t e r n a l F a i l u r e M o d e

20 % O F M : O u t p u t F a i l u r e M o d e

21 %

22 % _ g p o s t f i x m e a n s t h e g e n e r i c f a u l t p r o p a g a t i o n b e h a v i o u r

23 % / -> i n a n I F M , w h e n r e c e i v i n g a n E F , w h a t i s t h e r e s u l t i n g O F M

24 %

25 % _ i p o s t f i x m e a n s i n s t a n c e f a u l t p r o p a g a t i o n b e h a v i o u r

26 % ( f a u l t p r o p a g a t i o n b e h a v i o u r b o u n d t o a n i n s t a n c e o f t h e c o m p o n e n t )

27

28

29 % % % % % % % % % % % % % % % % % % % % % % % % %

30 % C L I E N T %

31 % % % % % % % % % % % % % % % % % % % % % % % % %

32

33 % T h e c l i e n t c o m p l e t e l y p r o p a g a t e s t h e i n p u t f a i l u r e m o d e .

34 {

35 % C l i e n t h o s t i s u p , p r o p a g a t e i n p u t f a i l u r e

36 c l i e n t _ f p _ i ( ( P , T , V ) , ( P , T , V ) )

37 : c l i e n t _ a l l o c ( H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

38 i n p u t _ f a i l u r e _ m o d e ( ( P , T , V ) )

39 ;

40 % C l i e n t h o s t i s d o w n , g u a r a n t e e d o m i s s i o n f a i l u r e m o d e

41 c l i e n t _ f p _ i ( ( P , T , V ) , ( o m i s s i o n , T , V ) )

42 : c l i e n t _ a l l o c ( H o s t ) , h o s t _ i f m ( H o s t , d o w n ) ,

43 i n p u t _ f a i l u r e _ m o d e ( ( P , T , V ) )

44 } = 1 .

45

46

47 % % % % % % % % % % % % % % % % % % % % % % % % %

48 % P E E R %

49 % % % % % % % % % % % % % % % % % % % % % % % % %

50

51 % P e e r s a r e a l w a y s O K .

52 % E x t e r n a l f a u l t s a r e p r o p a g a t e d w i t h o u t t r a n s f o r m a t i o n .

53 p e e r _ f p _ g ( o k , F , F ) : - f a i l u r e _ m o d e ( F ) .

54

55 % P e e r e x t e r n a l f a u l t s c o m e f r o m t h e i r C C e x e c u t o r s .

56 {

57 % P e e r h o s t i s u p , l i n k w i t h C C e x e c u t o r h o s t i s u p

58 p e e r _ f p _ i ( I D , E F , O F M )

59 : p e e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

60 p e e r _ i f m ( I D , I F M ) ,

61 p e e r _ f p _ g ( I F M , E F , O F M ) ,

62 p e e r _ c c e x e c ( I D , C C ) , c c e x e c _ f p _ i ( C C , _ , E F ) ,

63 p e e r _ a l l o c ( I D , P H ) , c c e x e c _ a l l o c ( C C , C C H ) ,

64 h o s t _ l i n k ( P H , C C H , u p )

65 ;

66 % P e e r h o s t i s u p , l i n k w i t h C C e x e c u t o r h o s t i s d o w n / -> o m i s s i o n

67 p e e r _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

68 : p e e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

69 p e e r _ i f m ( I D , I F M ) ,

70 p e e r _ c c e x e c ( I D , C C ) , c c e x e c _ f p _ i ( C C , _ , ( P , T , V ) ) ,

71 p e e r _ a l l o c ( I D , P H ) , c c e x e c _ a l l o c ( C C , C C H ) ,

72 h o s t _ l i n k ( P H , C C H , d o w n )

73 ;
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74 % P e e r h o s t i s d o w n / -> o m i s s i o n

75 p e e r _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

76 : p e e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , d o w n ) ,

77 p e e r _ c c e x e c ( I D , C C ) , c c e x e c _ f p _ i ( C C , _ , ( P , T , V ) )

78 } = 1 : -

79 p e e r ( _ , I D ) .

80

81

82 % % % % % % % % % % % % % % % % % % % % % % % % %

83 % C C E X E C U T O R S %

84 % % % % % % % % % % % % % % % % % % % % % % % % %

85

86 % C C e x e c u t o r s a r e e i t h e r O K o r a r e S U B T L y o r C O A R S E l y f a u l t y .

87 % E x t e r n a l f a u l t s M A Y b e p r o p a g a t e d ( a s f a u l t s m a y a c t i v a t e o r n o t ) .

88 c c e x e c _ f p _ g ( o k , F , F ) : - f a i l u r e _ m o d e ( F ) .

89 c c e x e c _ f p _ g ( s u b t l e _ f a u l t , ( P , T , V ) , ( P , T , ( V ; s u b t l e ) ) ) : -

90 f a i l u r e _ m o d e ( ( P , T , V ) ) .

91 c c e x e c _ f p _ g ( c o a r s e _ f a u l t , ( P , T , V ) , ( P , T , ( V ; c o a r s e ) ) ) : -

92 f a i l u r e _ m o d e ( ( P , T , V ) ) .

93

94 % C C e x e c u t o r e x t e r n a l f a u l t s c o m e f r o m t h e i n p u t d a t a .

95 {

96 % C C e x e c u t o r h o s t u p

97 c c e x e c _ f p _ i ( I D , E F , O F M )

98 : c c e x e c _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

99 c c e x e c _ i f m ( I D , I F M ) ,

100 c c e x e c _ f p _ g ( I F M , E F , O F M ) ,

101 c l i e n t _ f p _ i ( _ , E F )

102 ;

103 % C C e x e c u t o r h o s t d o w n / -> o m i s s i o n

104 c c e x e c _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

105 : c c e x e c _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , d o w n ) ,

106 c l i e n t _ f p _ i ( _ , ( P , T , V ) )

107 } = 1 : -

108 c c e x e c ( _ , I D ) .

109

110

111 % % % % % % % % % % % % % % % % % % % % % % % % %

112 % E N D O R S E R M E N T %

113 % % % % % % % % % % % % % % % % % % % % % % % % %

114

115 { p e e r _ e n d o r s e m e n t ( P e e r , F a u l t ) : p e e r _ f p _ i ( P e e r , _ , F a u l t ) } = 1 : -

116 p e e r ( _ , P e e r ) .

117

118 {

119 o r g _ e n d o r s e m e n t ( O r g , F a u l t )

120 : p e e r _ e n d o r s e m e n t ( P e e r , F a u l t ) , p e e r ( O r g , P e e r )

121 } = 1 : - o r g ( O r g ) .

122

123 % A l w a y s t h e ` b e s t ' e n d o r s e m e n t i s c h o s e n p e r o r g a n i z a t i o n . H e r e w e

124 % e l i m i n i a t e s o l u t i o n s t h a t w o u l d c h o o s e a f a u l t y p e e r e n d o r s e m e n t f o r

125 % a n o r g a n i z a t i o n , w h i l e a n ` O K ' e n d o r s e m e n t e x i s t s .

126 : - o r g _ e n d o r s e m e n t ( O r g , ( P , _ , _ ) ) , P ! = o k ,

127 p e e r _ e n d o r s e m e n t ( P e e r , ( o k , _ , _ ) ) , p e e r ( O r g , P e e r ) .

128 : - o r g _ e n d o r s e m e n t ( O r g , ( _ , T , _ ) ) , T ! = o k ,

129 p e e r _ e n d o r s e m e n t ( P e e r , ( _ , o k , _ ) ) , p e e r ( O r g , P e e r ) .

130 : - o r g _ e n d o r s e m e n t ( O r g , ( _ , _ , V ) ) , V ! = o k ,

131 p e e r _ e n d o r s e m e n t ( P e e r , ( _ , _ , o k ) ) , p e e r ( O r g , P e e r ) .

132

133 % O r g a n i z a t i o n ` n o d e s ' i n t h e e n d o r s e m e n t p o l i c y t r e e m a t c h w i t h t h e
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134 % o r g a n i z a t i o n ' s e n d o r s e m e n t r e s u l t

135 e n d o r s e m e n t _ s u b ( O r g , o r g , n a , n a , E n d o r s e m e n t ) : -

136 o r g _ e n d o r s e m e n t ( O r g , E n d o r s e m e n t ) .

137 % L o g i c a l ` n o d e s ' i n t h e e n d o r s e m e n t p o l i c y t r e e a r e ` d e l e g a t e d '

138 {

139 e n d o r s e m e n t _ s u b ( N o d e , o r , A , B , ( o k , T , V ) )

140 : e n d o r s e m e n t _ p o l i c y ( N o d e , o r , A , B ) ,

141 e n d o r s e m e n t _ s u b ( A , _ , _ , _ , ( o k , T , V ) )

142 ;

143 e n d o r s e m e n t _ s u b ( N o d e , o r , A , B , ( o k , T , V ) )

144 : e n d o r s e m e n t _ p o l i c y ( N o d e , o r , A , B ) ,

145 e n d o r s e m e n t _ s u b ( B , _ , _ , _ , ( o k , T , V ) )

146 ;

147 e n d o r s e m e n t _ s u b ( N o d e , a n d , A , B , ( o k , T , V ) )

148 : e n d o r s e m e n t _ p o l i c y ( N o d e , a n d , A , B ) ,

149 e n d o r s e m e n t _ s u b ( A , _ , _ , _ , ( o k , T , V ) ) ,

150 e n d o r s e m e n t _ s u b ( B , _ , _ , _ , ( o k , T , V ) )

151 ;

152 e n d o r s e m e n t _ s u b ( N o d e , O p , A , B , ( o m i s s i o n , i g n , i g n ) )

153 : e n d o r s e m e n t _ p o l i c y ( N o d e , O p , A , B ) ,

154 n o t e n d o r s e m e n t _ s u b ( A , _ , _ , _ , ( o k , _ , _ ) ) ,

155 e n d o r s e m e n t _ s u b ( B , _ , _ , _ , ( o k , _ , _ ) )

156 ;

157 e n d o r s e m e n t _ s u b ( N o d e , O p , A , B , ( o m i s s i o n , i g n , i g n ) )

158 : e n d o r s e m e n t _ p o l i c y ( N o d e , O p , A , B ) ,

159 e n d o r s e m e n t _ s u b ( A , _ , _ , _ , ( o k , _ , _ ) ) ,

160 n o t e n d o r s e m e n t _ s u b ( B , _ , _ , _ , ( o k , _ , _ ) )

161 } = 1 : -

162 e n d o r s e m e n t _ p o l i c y ( N o d e , _ , _ , _ ) .

163 % F i n a l e n d o r s e m e n t r e s u l t i s t h a t o f t h e t o p / r o o t / 0 t h ` n o d e ' .

164 e n d o r s e m e n t _ r e s u l t ( F ) : -

165 e n d o r s e m e n t _ s u b ( e n d o r s e m e n t _ n o d e _ 0 , _ , _ , _ , F ) .

166

167

168 % % % % % % % % % % % % % % % % % % % % % % % % %

169 % O R D E R E R S %

170 % % % % % % % % % % % % % % % % % % % % % % % % %

171

172 % O r d e r e r s a r e a l w a y s O K .

173 % E x t e r n a l f a u l t s a r e p r o p a g a t e d w i t h o u t t r a n s f o r m a t i o n .

174 o r d e r e r _ f p _ g ( o k , F , F ) : - f a i l u r e _ m o d e ( F ) .

175

176 % O r d e r e r e x t e r n a l f a u l t s c o m e f r o m t h e e n d o r s e m e n t s ( p r o p o s a l s ) t h e y

177 % r e c e i v e .

178 {

179 % O r d e r e r h o s t i s u p , l i n k w i t h c l i e n t h o s t i s u p

180 o r d e r e r _ f p _ i ( I D , E F , O F M )

181 : o r d e r e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

182 o r d e r e r _ i f m ( I D , I F M ) ,

183 o r d e r e r _ f p _ g ( I F M , E F , O F M ) ,

184 e n d o r s e m e n t _ r e s u l t ( E F ) ,

185 c l i e n t _ a l l o c ( C H ) , h o s t _ l i n k ( H o s t , C H , u p )

186 ;

187 % O r d e r e r h o s t i s u p , l i n k w i t h c l i e n t h o s t i s d o w n / -> o m i s s i o n

188 o r d e r e r _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

189 : o r d e r e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , o k ) ,

190 e n d o r s e m e n t _ r e s u l t ( ( P , T , V ) ) ,

191 c l i e n t _ a l l o c ( C H ) , h o s t _ l i n k ( H o s t , C H , d o w n )

192 ;

193 % O r d e r e r h o s t i s d o w n / -> o m i s s i o n
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194 o r d e r e r _ f p _ i ( I D , ( P , T , V ) , ( o m i s s i o n , T , V ) )

195 : o r d e r e r _ a l l o c ( I D , H o s t ) , h o s t _ i f m ( H o s t , d o w n ) ,

196 e n d o r s e m e n t _ r e s u l t ( ( P , T , V ) )

197 } = 1 : -

198 o r d e r e r ( _ , I D ) .

199

200

201 % % % % % % % % % % % % % % % % % % % % % % % % %

202 % O R D E R I N G S V C %

203 % % % % % % % % % % % % % % % % % % % % % % % % %

204

205 % S O L O o r d e r i n g : s e l e c t e d ( l e a d i n g ) o r d e r e r c o m p l e t e l y p r o p a g a t e s

206 % f a i l u r e m o d e

207 {

208 o r d e r i n g _ f p _ i ( F , F )

209 : o r d e r e r _ f p _ i ( O r d e r e r , _ , F )

210 } = 1 : -

211 o r d e r i n g ( s o l o ) , o r d e r i n g _ l e a d e r ( O r d e r e r ) .

212

213 % K A F K A o r R A F T o r d e r i n g : c e i l ( N / 2 ) o r d e r e r s m u s t b e w o r k i n g ( i e n o t

214 % h a v e a n o m i s s i o n p r o v i s i o n f a u l t ) a n d t h e c l i e n t m u s t h a v e a n u p l i n k

215 % t o t h e m f o r o r d e r i n g t o s u c c e e d ( n o t r e s u l t i n o m i s s i o n ) .

216 %

217 % C o u n t h o w m a n y o r d e r e r s t h e r e a r e i n t o t a l

218 o r d e r e r _ c o u n t ( N ) : - N = # c o u n t { O r d e r e r : o r d e r e r ( _ , O r d e r e r ) } .

219 % C a l c u l a t e c e i l ( N / 2 ) , t h e m a j o r i t y o r d e r e r c o u n t

220 o r d e r e r _ m a j o r i t y ( K ) : - o r d e r e r _ c o u n t ( N ) , K = N / 2 + 1 .

221 % C o u n t o r d e r e r s t h a t d o n o t p r o p a g a t e a n o m i s s i o n p r o v i s i o n f a u l t

222 o r d e r e r _ n o n _ o m i s s i o n _ c o u n t ( M ) : -

223 M = # c o u n t {

224 O r d e r e r

225 : o r d e r e r _ f p _ i ( O r d e r e r , _ , ( P , _ , _ ) ) , P ! = o m i s s i o n

226 } .

227 % O r d e r i n g s e r v i c e f a u l t p r o p a g a t i o n r u l e

228 {

229 % T h e r e a r e e n o u g h o r d e r e r s t h a t a r e n o t p r o p a g a t i o n o m i s s i o n

230 o r d e r i n g _ f p _ i ( E F , ( P , T , V ) )

231 : o r d e r e r _ m a j o r i t y ( K ) , o r d e r e r _ n o n _ o m i s s i o n _ c o u n t ( M ) , M < >= K ,

232 o r d e r e r _ f p _ i ( _ , E F , ( P , T , V ) ) , P ! = o m i s s i o n

233 ;

234 % T h e r e a r e n o t e n o u g h o r d e r e r s t h a t a r e n o t p r o p a g a t i o n o m i s s i o n

235 % / -> o m i s s i o n i s i n e v i t a b l e s i n c e o r d e r i n g c a n n o t t a k e p l a c e

236 o r d e r i n g _ f p _ i ( E F , ( o m i s s i o n , T , V ) )

237 : o r d e r e r _ m a j o r i t y ( K ) , o r d e r e r _ n o n _ o m i s s i o n _ c o u n t ( M ) , M < K ,

238 o r d e r e r _ f p _ i ( _ , E F , ( _ , T , V ) )

239 } = 1 : -

240 o r d e r i n g ( k a f k a ; r a f t ) .

241

242

243 % % % % % % % % % % % % % % % % % % % % % % % % %

244 % B L O C K V A L I D S V C S %

245 % % % % % % % % % % % % % % % % % % % % % % % % %

246

247 b l o c k v a l i d a t i o n _ f p _ g ( F , F ) : - f a i l u r e _ m o d e ( F ) .

248

249 % B l o c k v a l i d a t i o n p r o p a g a t e s c o m p l e t e l y

250 {

251 b l o c k v a l i d a t i o n _ f p _ i ( E F , O F M )

252 : b l o c k v a l i d a t i o n _ i f m ( o k ) ,

253 b l o c k v a l i d a t i o n _ f p _ g ( E F , O F M ) , o r d e r i n g _ f p _ i ( _ , E F )
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254 ;

255 b l o c k v a l i d a t i o n _ f p _ i ( ( P , T , V ) , ( P , l a t e , V ) )

256 : b l o c k v a l i d a t i o n _ i f m ( c o n f l i c t ) ,

257 o r d e r i n g _ f p _ i ( _ , ( P , T , V ) )

258 } = 1 .

259

260 % - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

261

262 % % % % % % % % % % % % % % % % % % % % % % % % %

263 % R E F E R E N C E T X R E S U L T %

264 % % % % % % % % % % % % % % % % % % % % % % % % %

265

266 { r e f ( F ) : b l o c k v a l i d a t i o n _ f p _ i ( _ , F ) } = 1 .

Listing A.3: Contents of m o d e l / f a i l u r e . l p

1 p r o v i s i o n _ f a i l u r e _ m o d e ( o k ; o m i s s i o n ; c o m m i s s i o n ; i g n ) .

2 t i m i n g _ f a i l u r e _ m o d e ( o k ; e a r l y ; l a t e ; i g n ) .

3 v a l u e _ f a i l u r e _ m o d e ( o k ; s u b t l e ; c o a r s e ; i g n ) .

4

5 f a i l u r e _ m o d e ( ( P , T , V ) ) : -

6 p r o v i s i o n _ f a i l u r e _ m o d e ( P ) ,

7 t i m i n g _ f a i l u r e _ m o d e ( T ) ,

8 v a l u e _ f a i l u r e _ m o d e ( V ) .

Listing A.4: Contents of c o n s t a n t s . l p

1 % M a x i m u m t o t a l n u m b e r o f o r g a n i z a t i o n s t o g e n e r a t e

2 # c o n s t m a x _ o r g s = 5 .

3 % M a x i m u m h o s t s t o g e n e r a t e p e r o r g a n i z a t i o n

4 # c o n s t m a x _ o r g _ h o s t s = 3 .

5 % M a x i m u m n u m b e r o f p e e r s t o g e n e r a t e p e r o r g a n i z a t i o n

6 # c o n s t m a x _ o r g _ p e e r s = 6 .

7 % M a x i m u m n u m b e r o f C C e x e c u t o r s t o g e n e r a t e p e r o r g a n i z a t i o n

8 # c o n s t m a x _ o r g _ c c e x e c s = 3 .

9 % M a x i m u m n u m b e r o f o r d e r i n g n o d e s t o g e n e r a t e p e r o r g a n i z a t i o n

10 # c o n s t m a x _ o r g _ o r d e r e r s = 2 .

11 % M a x i m u m n u m b e r o f i n t e r m e d i a r y n o d e s i n e n d o r s e m e n t p o l i c y t r e e

12 # c o n s t m a x _ e n d o r s e m e n t _ p o l i c y _ n o d e s = 1 0 .

Listing A.5: Contents of b i n d i n g s . l p

1 % % % % % % % % % % % % % % % % % % % % % % % % %

2 % I N P U T %

3 % % % % % % % % % % % % % % % % % % % % % % % % %

4

5 i n p u t _ f a i l u r e _ m o d e ( ( o k , o k , o k ) ) .

6

7 % - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

8

9 % % % % % % % % % % % % % % % % % % % % % % % % %

10 % O R G A N I Z A T I O N S %

11 % % % % % % % % % % % % % % % % % % % % % % % % %

12 % o r g ( I D )

13
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14 o r g s ( 3 ) .

15 o r g ( o r g 1 ) .

16 o r g ( o r g 2 ) .

17 o r g ( o r g 3 ) .

18

19

20 % % % % % % % % % % % % % % % % % % % % % % % % %

21 % H O S T S %

22 % % % % % % % % % % % % % % % % % % % % % % % % %

23 % h o s t ( O r g , I D )

24 % h o s t _ i f m ( I D , I F M )

25 % h o s t _ l i n k ( H o s t A , H o s t B , S t a t e )

26

27 o r g _ h o s t s ( o r g 1 , 2 ) .

28 %

29 h o s t ( o r g 1 , o r g 1 h 1 ) .

30 h o s t _ i f m ( o r g 1 h 1 , o k ) .

31 %

32 h o s t ( o r g 1 , o r g 1 h 2 ) .

33 h o s t _ i f m ( o r g 1 h 2 , o k ) .

34

35 o r g _ h o s t s ( o r g 2 , 2 ) .

36 %

37 h o s t ( o r g 2 , o r g 2 h 1 ) .

38 h o s t _ i f m ( o r g 2 h 1 , o k ) .

39 %

40 h o s t ( o r g 2 , o r g 2 h 2 ) .

41 h o s t _ i f m ( o r g 2 h 2 , o k ) .

42

43 o r g _ h o s t s ( o r g 3 , 1 ) .

44 %

45 h o s t ( o r g 3 , o r g 3 h 1 ) .

46 h o s t _ i f m ( o r g 3 h 1 , d o w n ) .

47

48 % H o s t s f o r m a c o m p l e t e m e s h

49 h o s t _ l i n k ( H o s t A , H o s t B , u p ) : - h o s t ( _ , H o s t A ) , h o s t ( _ , H o s t B ) .

50

51

52 % % % % % % % % % % % % % % % % % % % % % % % % %

53 % C L I E N T %

54 % % % % % % % % % % % % % % % % % % % % % % % % %

55 % c l i e n t _ o r g ( O r g ) .

56 % c l i e n t _ a l l o c ( H o s t I D )

57 % c l i e n t _ o r d e r e r ( O r d e r e r I D )

58 % c l i e n t _ p u b ( P e e r I D )

59 % c l i e n t _ s u b ( P e e r I D )

60

61 c l i e n t _ o r g ( o r g 2 ) .

62 c l i e n t _ a l l o c ( o r g 1 h 2 ) .

63 c l i e n t _ s u b ( o r g 2 p 1 ) .

64

65

66 % % % % % % % % % % % % % % % % % % % % % % % % %

67 % P E E R S %

68 % % % % % % % % % % % % % % % % % % % % % % % % %

69 % p e e r ( O r g , I D )

70 % p e e r _ a l l o c ( I D , H o s t I D )

71 % p e e r _ i f m ( I D , I F M ) / -> a l w a y s O K

72

73 o r g _ p e e r s ( o r g 1 , 2 ) .
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74 %

75 p e e r ( o r g 1 , o r g 1 p 1 ) .

76 p e e r _ a l l o c ( o r g 1 p 1 , o r g 1 h 1 ) .

77 p e e r _ i f m ( o r g 1 p 1 , o k ) .

78 p e e r _ c c e x e c ( o r g 1 p 1 , o r g 1 c c 1 ) .

79 p e e r _ c c e x e c ( o r g 1 p 1 , o r g 1 c c 2 ) .

80 %

81 p e e r ( o r g 1 , o r g 1 p 2 ) .

82 p e e r _ a l l o c ( o r g 1 p 2 , o r g 1 h 2 ) .

83 p e e r _ i f m ( o r g 1 p 2 , o k ) .

84 p e e r _ c c e x e c ( o r g 1 p 2 , o r g 1 c c 3 ) .

85 : - p e e r _ c c e x e c ( o r g 1 p 2 , o r g 1 c c 2 ) ;

86

87 o r g _ p e e r s ( o r g 2 , 1 ) .

88 %

89 p e e r ( o r g 2 , o r g 2 p 1 ) .

90 p e e r _ a l l o c ( o r g 2 p 1 , o r g 2 h 1 ) .

91 p e e r _ i f m ( o r g 2 p 1 , o k ) .

92 p e e r _ c c e x e c ( o r g 2 p 1 , o r g 2 c c 1 ) .

93

94 o r g _ p e e r s ( o r g 3 , 1 ) .

95 %

96 p e e r ( o r g 3 , o r g 3 p 1 ) .

97 p e e r _ a l l o c ( o r g 3 p 1 , o r g 3 h 1 ) .

98 p e e r _ i f m ( o r g 3 p 1 , o k ) .

99 p e e r _ c c e x e c ( o r g 3 p 1 , o r g 3 c c 1 ) .

100

101

102

103 % % % % % % % % % % % % % % % % % % % % % % % % %

104 % C C E X E C U T O R S %

105 % % % % % % % % % % % % % % % % % % % % % % % % %

106 % c c e x e c ( O r g , I D )

107 % c c e x e c _ a l l o c ( I D , H o s t I D )

108 % c c e x e c _ i f m ( I D , I F M ) / -> o k o r s u b t l e _ f a u l t o r c o a r s e _ f a u l t

109

110 o r g _ c c e x e c s ( o r g 1 , 3 ) .

111 %

112 c c e x e c ( o r g 1 , o r g 1 c c 1 ) .

113 c c e x e c _ a l l o c ( o r g 1 c c 1 , o r g 1 h 1 ) .

114 c c e x e c _ i f m ( o r g 1 c c 1 , o k ) .

115 %

116 c c e x e c ( o r g 1 , o r g 1 c c 2 ) .

117 c c e x e c _ a l l o c ( o r g 1 c c 2 , o r g 1 h 2 ) .

118 c c e x e c _ i f m ( o r g 1 c c 2 , o k ) .

119 %

120 c c e x e c ( o r g 1 , o r g 1 c c 3 ) .

121 c c e x e c _ a l l o c ( o r g 1 c c 3 , o r g 1 h 1 ) .

122 c c e x e c _ i f m ( o r g 1 c c 3 , o k ) .

123

124 o r g _ c c e x e c s ( o r g 2 , 1 ) .

125 %

126 c c e x e c ( o r g 2 , o r g 2 c c 1 ) .

127 c c e x e c _ a l l o c ( o r g 2 c c 1 , o r g 2 h 1 ) .

128 c c e x e c _ i f m ( o r g 2 c c 1 , o k ) .

129

130 o r g _ c c e x e c s ( o r g 3 , 1 ) .

131 %

132 c c e x e c ( o r g 3 , o r g 3 c c 1 ) .

133 c c e x e c _ a l l o c ( o r g 3 c c 1 , o r g 3 h 1 ) .
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134 c c e x e c _ i f m ( o r g 3 c c 1 , o k ) .

135

136

137 % % % % % % % % % % % % % % % % % % % % % % % % %

138 % E N D O R S E M E N T P O L I C Y %

139 % % % % % % % % % % % % % % % % % % % % % % % % %

140 % e n d o r s e m e n t _ p o l i c y _ n o d e s ( N ) / <- e x c l u d i n g e n d o r s e m e n t _ n o d e _ 0

141 % e n d o r s e m e n t _ p o l i c y ( N o d e / e n d o r s e m e n t _ n o d e _ 0 , L o g i c a l O p e r a t o r , A , B )

142

143 % A N D ( O R ( o r g 1 , o r g 2 ) , o r g 3 ) < / / ==> ( o r g 1 v o r g 2 ) ^ o r g 3

144 e n d o r s e m e n t _ p o l i c y _ n o d e s ( 1 ) .

145 % e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 1 , o r , o r g 1 , o r g 2 ) .

146 % e n d o r s e m e n t _ p o l i c y ( e n d o r s e m e n t _ n o d e _ 0 , a n d , e n d o r s e m e n t _ n o d e _ 1 , o r g 3 ) .

147

148

149 % % % % % % % % % % % % % % % % % % % % % % % % %

150 % E N D O R S E M E N T S V C S %

151 % % % % % % % % % % % % % % % % % % % % % % % % %

152

153 e n d o r s e m e n t ( o r g 1 , o r g 1 E S V ) .

154 e n d o r s e m e n t ( o r g 2 , o r g 2 E S V ) .

155 e n d o r s e m e n t ( o r g 3 , o r g 3 E S V ) .

156

157 % E n d o r s e m e n t l i n k s f o r m a c o m p l e t e m e s h

158 e n d o r s e m e n t _ l i n k ( E S V , P e e r ) : -

159 e n d o r s e m e n t ( O r g , E S V ) , p e e r ( O t h e r O r g , P e e r ) , O r g ! = O t h e r O r g .

160

161

162 % % % % % % % % % % % % % % % % % % % % % % % % %

163 % O R D E R E R S %

164 % % % % % % % % % % % % % % % % % % % % % % % % %

165 % o r d e r e r ( O r g , I D )

166 % o r d e r e r _ a l l o c ( I D , H o s t I D )

167 % o r d e r e r _ i f m ( I D , I F M ) / -> a l w a y s O K

168

169 o r g _ o r d e r e r s ( o r g 1 , 2 ) .

170 %

171 o r d e r e r ( o r g 1 , o r g 1 o 1 ) .

172 o r d e r e r _ a l l o c ( o r g 1 o 1 , o r g 1 h 1 ) .

173 o r d e r e r _ i f m ( o r g 1 o 1 , o k ) .

174 %

175 o r d e r e r ( o r g 1 , o r g 1 o 2 ) .

176 o r d e r e r _ a l l o c ( o r g 1 o 2 , o r g 1 h 2 ) .

177 o r d e r e r _ i f m ( o r g 1 o 2 , o k ) .

178

179 o r g _ o r d e r e r s ( o r g 2 , 1 ) .

180 %

181 o r d e r e r ( o r g 2 , o r g 2 o 1 ) .

182 o r d e r e r _ a l l o c ( o r g 2 o 1 , o r g 2 h 1 ) .

183 o r d e r e r _ i f m ( o r g 2 o 1 , o k ) .

184

185 o r g _ o r d e r e r s ( o r g 3 , 0 ) .

186

187

188 % % % % % % % % % % % % % % % % % % % % % % % % %

189 % O R D E R I N G S V C %

190 % % % % % % % % % % % % % % % % % % % % % % % % %

191 % o r d e r i n g ( T y p e ) / -> s o l o , k a f k a , o r r a f t

192 % [ i f s o l o : o r d e r i n g _ l e a d e r ( O r d e r e r I D ) ]

193

51



194 o r d e r i n g ( r a f t ) .

195 % o r d e r i n g _ l e a d e r ( o r g 1 o 1 ) .

196

197

198 % % % % % % % % % % % % % % % % % % % % % % % % %

199 % B L O C K V A L I D S V C S %

200 % % % % % % % % % % % % % % % % % % % % % % % % %

201 % b l o c k v a l i d a t i o n _ i f m ( I F M ) / -> o k o r c o n f l i c t

202

203 b l o c k v a l i d a t i o n _ i f m ( c o n f l i c t ) .

204

205 % - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

206

207 % % % % % % % % % % % % % % % % % % % % % % % % %

208 % R E F E R E N C E T X %

209 % % % % % % % % % % % % % % % % % % % % % % % % %

210

211 : - r e f ( ( o k , o k , o k ) ) .

Listing A.6: Contents of t o p . l p

1 # i n c l u d e " b i n d i n g s . l p " .

2 # i n c l u d e " c o n s t a n t s . l p " .

3 # i n c l u d e " m o d e l / b e h a v i o u r . l p " .

4 # i n c l u d e " m o d e l / f a i l u r e . l p " .

5 # i n c l u d e " m o d e l / s t r u c t u r e . l p " .
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